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ABSTRACT
Table spotting and structural analysis are just a small frac-
tion of tasks relevant when speaking of table analysis. To-
day, quite a large number of different approaches facing these
tasks have been described in literature or are available as
part of commercial OCR systems that claim to deal with
tables on the scanned documents and to treat them accord-
ingly.

However, the problem of detecting tables is not yet solved
at all. Different approaches have different strengths and
weak points. Some fail in certain situations or layouts where
others perform better. How shall one know, which approach
or system is the best for his specific job? The answer to this
question raises the demand for an objective comparison of
different approaches which address the same task of spotting
tables and recognizing their structure.

This paper describes our approach towards establishing a
complete and publicly available, hence open environment
for the benchmarking of table spotting and structural anal-
ysis. We provide free access to the ground truthing tool and
evaluation mechanism described in this paper, describe the
ideas behind and we also provide ground truth for the 547
documents of the UNLV and UW-3 datasets that contain
tables.

In addition, we applied the quality measures to the results
that were generated by the T-Recs system which we devel-
oped some years ago and which we started to further advance
since a few months.

Categories and Subject Descriptors
I.7.5 [Document and Text Processing]: Document Cap-
ture—Document Analysis
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uation, Performance measures, Ground truth preparation,
Image segmentation

1. INTRODUCTION
Tables in documents contain important data that is arranged
in a matrix-like fashion for easier visual perception. Each
row and column in the table has a specific meaning and
table cells that belong to one row or column share certain
attributes that are optionally indicated at the row or column
heading. When a document containing a table is to be con-
verted into an editable electronic representation by means of
an optical character recognition (OCR) system, it is desired
to extract the information in the table with the same level
of detail as it was laid out in the original document. This
is usually done in two steps. First, a table detection algo-
rithm spots the tables in the document image marking their
boundaries. Then, a table recognition module analyzes the
row/column structure of the table and segments the table
into individual cells while identifying the relation of each cell
to rows and columns. This step is also called table structure
extraction.

Several algorithms for table detection and table structure ex-
traction have been reported in literature. A good overview
of the state-of-the-art in table recognition is given in [25, 7].
The very early approaches focused on the detection of ta-
ble delineation, significantly large column spacing or known
column headings and have thus been applicable only to a
fraction of table models [18]. An early model free approach
was described by Kieninger et al. [15, 16]. Their approach
performed a bottom up clustering of blocks and potential
column candidates based on overlapping words segments in
adjacent lines. These blocks are then designated as can-
didate table elements if they satisfy certain criterion. The
candidate table regions are then decomposed into rows and
columns based on the alignment and overlap of individual
cells.

Wang et al. [24] uses a statistical learning approach for the
table recognition problem. The table lines are identified
from the set of text-lines using word spacing. Then verti-
cally adjacent lines with large gaps and horizontally adja-
cent words are grouped together to make table entity can-
didates. Finally, a statistical based learning algorithm is
used to refine the table candidates and reduce false alarms.
Hu et al. [11] presented a system for table recognition from
scanned documents or from their plain text representation.
Their system assumes a single-column input page that can



be easily segmented into individual text-lines (for instance
by horizontal projection). The table detection problem is
then posed as an optimization problem where start and end
text-lines belonging to a table are identified by optimizing
some quality function.

More recent work in table recognition is reported by Gatos
et al. [8]. Their approach focused on locating tables that
have both horizontal and vertical rulings and find their in-
tersection points. Then, table reconstruction is achieved by
drawing the corresponding horizontal and vertical lines that
connect all line intersection pairs.

One major limitation of the literature on table recognition is
a lack of common datasets in experimental evaluation as well
as common benchmarking mechanisms and measures. Un-
like for document analysis technologies that apply to non-
tabular text (zoning, logical labeling, text categorization,
content extraction etc.), there is little or no efforts towards
a comparative evaluation of table recognizers. Hu et al. [13]
used a dataset consisting of 26 Wall Street Journal article
in text format and 25 email messages. Kieninger et al. [16]
used a proprietary dataset of invoices of a purchasing de-
partment. Gatos et al [8] evaluated their algorithm on a
test corpus consisting of scanned forms, news papers, mag-
azines, scientific papers, tickets, bank cheques etc. Public
in-availability of these datasets proved to be a major hin-
drance towards comparative evaluation of these algorithms.

However, publicly available datasets containing tabular el-
ements such as UW-3[21] and UNLV[1] exists. But, the
ground truths only provide table bounding boxes making
them only suitable for table spotting tasks. Wang et al. [24]
proposed a technique for automatic generation of ground
truths for table documents using UW-3 dataset as the seed
and some control parameters but the prepared dataset is no
longer publicly available and hence not usable for evaluation
tasks.

This situation is worsened by the use of custom-defined per-
formance measures. Hu et al. [13] used graph probing for
evaluating the results of table recognition. The output of
their table analysis method is a graph model of the table.
In parallel, a ground truth graph model is created manu-
ally. Three classes of questions are asked to both graphs
and the percentage of agreement is measured. The first
class aims at evaluating the quality of the segmentation task
(how many columns does the table have?); the second eval-
uates table functional model (how many attributes contain
”Open”?); and the third the structural model (mimicking
database-type queries). Performance measures from the in-
formation retrieval domain such as Recall, Precision [19] and
combined F-measure have also been used by several authors
for evaluating the performance of their table recognition al-
gorithm [17, 20]. Silva at al. [6] proposed Completeness(C)
and Purity(P) as the new evaluation metrics for table eval-
uation task.

These two issues make direct comparison of table recognition
algorithms particularly hard. In this paper we address this
problem by

1. Proposing the application of established performance

measures used in the image segmentation community [10,
4, 14, 23] for evaluating the performance of table recog-
nition algorithms.

2. Presenting a tool for preparing ground-truth of tables
in a naive and intuitive way.

3. Generating ground-truth of table structure (cells, row,
columns, table, row-spanning cells, column-spanning
cells) for the publicly available UNLV [1, 22] and UW-
3 [21] dataset.

4. Making the source code for the ground-truthing tool
and the prepared ground-truth of the UNLV and UW-3
dataset freely available to the community.

5. Benchmarking a reference implementation of the T-
Recs table recognition system [15] to provide a basis
for comparative evaluation.

2. IMAGE BASED SEGMENTATION EVAL-
UATION

An adequate and complete representation of table ground
truth is very important for systematic evaluation of any ta-
ble recognition algorithm. Table detection and decompo-
sition of a table into rows, columns, and cells has strong
analogies to hierarchical image segmentation. At the first
level, tables are segmented from the rest of the document
image. Then, the segmented tables are further decomposed
into rows and columns that overlap with each other. These
overlapping partitions are further decomposed into disjoint
sets in the form of table cells. Therefore, if the hierarchical
structure of tables can be represented in an image format,
established methods [14, 10, 23] for evaluating image seg-
mentation performance could be applied to table recognition
as well.

Encoding table information directly in the image format al-
lows easy visualization of the table ground truth data at
different levels of abstraction such as cells, rows, columns as
shown in Figure 2(a) etc. It also enables the evaluation algo-
rithm to directly show errors made by the analysis algorithm
on the image for visual comparison. Since PNG (Portable
Network Graphics) is used as the image format, no propri-
etary tools are needed to interpret the image information in
contrast to the early efforts such as DAFS [9] which requires
proprietary software for visualization. All information will
be encoded in the foreground(black) pixels belonging to a ta-
ble which makes the ground truth free from errors induced
by OCR software (word boxes extraction, text extraction)
which are commonly used to assist in ground truth genera-
tion [17]. It will also be possible to prepare ground truths for
skewed documents and warped camera captured documents
which would otherwise be impossible with the traditional
bounding box approach of encoding ground truth informa-
tion.

In this section, we first present the representation of tables
in a color-coded image format and then describe the appli-
cation of general image segmentation evaluation measure to
table recognition.



2.1 Encoding Table Structure Information in
Images

The key problem when representing table structure informa-
tion in an image format is multiple associations of each pixel.
For example, a particular foreground pixel in a table region
belongs to a particular cell, row, column, and table. Hence
we need a segmentation representation that can encode this
multiple levels of hierarchical information. This problem
is similar to the document image segmentation problem in
general, where each foreground pixel belongs to a particular
word, text-line, and text-column. In that domain, the con-
cept of encoding these multiple levels of information into a
single image has been introduced in [23]. The main idea is
to use different color channels to represent different levels
of information. This idea works in the domain of document
analysis since we are typically dealing with binary images.

Embedding the segmentation information into the color chan-
nels of a binary document image has several advantages.
First, the representation is not limited to any particular
types of region shapes (rectangular, isothetic polygons, . . . ).
Second, the segmentation information can be easily exchanged
and distributed using standard loss-less compressed image
formats like PNG. Hence one does not need any specialized
software to view the segmentation result. Last but not least,
the segmentation information is pixel-accurate. Due to these
advantages, the OCRopus [5] open source OCR system uses
a color-based representation as a basis for exchanging seg-
mentation information between different components.

In this paper, we propose a color-coding scheme for repre-
senting table segmentation. The main idea is to use the
red color channel for representing the index of the table,
i.e. the table number in the current document image. The
green channel represents the row number within the table,
and the blue channel represents the column number. In this
way, each cell in the table gets a unique color since it has a
unique row, column, and table number. If we want to ac-
cess the table level information, we can easily obtain that by
masking the green and blue channels from the image. Sim-
ilarly, row level information can be accessed by getting the
brightness-values in the green channel and the column level
by accessing the blue channel.

This assignment of colors leaves an important question unan-
swered. How to encode cells that span multiple columns or
rows? We propose to use 16-bit color channels for this pur-
pose. The higher order byte represents the start index, and
the lower order byte represents the end index. For instance,
in order to represent a cell that spans column numbers three
to five, the higher order byte of the blue channel will have
the value three, and the lower order byte will have the value
five. Similarly, for representing multi-row cells, this infor-
mation goes into the green color channel. All cells that lie
within a single row and column have the same start and end
index in both green and blue channels.

2.2 Color-Based Segmentation Evaluation
Given two segmentations in color-coded representation, the
goal of color-based segmentation evaluation is two identify
the differences between the two segmentation, specifically
highlighting different classes of segmentation errors. The

color assigned to a particular segment is not important. The
only requirement is that each segment gets a unique color.

Consider a ground-truth segmentation G and a segmentation
S performed by an algorithm. The correspondence between
the segmentations G and S can be obtained by examining
color values of corresponding pixels (pixels at the same lo-
cation) in each image. For this purpose, the colors in each
image are enumerated using a Hash table. The key of an en-
try in the Hash table is the index of a particular color in the
image, and the value of that entry is the RGB color value
associated with that index. For table images, we reserve
the key 0 for the background color (0xffffff) and the key 1
for the foreground pixels that do not belong to any table.
Hence if there are three tables in an image, and we are only
interested in table-level segmentation, each table will have
a unique color that is uniform throughout the table region.
In that case, the table regions will be assigned indices (Hash
keys) 2, 3, 4 respectively. In this manner, segments in both
images G and S are enumerated.

After enumerating colors in both images, a correspondence
matrix is built by counting the number of pixels locations
that have the same color index in both segmentations. Let n
and m be the number of colors, i.e. the number of entries in
the hash table, in the ground-truth segmentation G and the
obtained segmentation S respectively. Then we initialize an
n ×m matrix with all zero entries. The entry (i, j) of the
matrix is incremented by one if at a particular pixel location,
the color index of the ground-truth pixel is i and the index
of the obtained segmented image pixel is j. Hence, in a
single pass through the images G and S simultaneously, we
obtain a correspondence matrix between the ground-truth
image and the obtained segmentation.

It is interesting to note here that the sum of a particular row
gives us the total number of foreground pixels in the corre-
sponding segment of the ground-truth segmentation G. The
value in each cell of that row tells us how many pixels in that
segment overlap with a certain segment in the obtained seg-
mentation S. For a perfect segmentation, each segment in
G should correspond to exactly one segment in S. Hence, in
case of a perfect recognition result for each row and column
there should be only one non-zero entry. However, in prac-
tice we might still have some pixels mismatching between
the G and S. Therefore we define a threshold T for the
ratio of overlapping pixels to define a significant overlap.
An overlap of a ground-truth segment Gi with a segment
Sj is called significant if the area of the overlapping region
|Gi∩Sj | divided by the area of the ground-truth region |Gi|
is larger than T . Similarly, an overlap of an obtained seg-
ment Sj with a ground-truth segment Gi is called significant
if |Gi∩Sj |/|Sj | > T . Based on the overlap between segments
in G and S, the following performance measures are defined:

• Correct Detections: These are the number of seg-
ments in G that have a one-to-one correspondence with
a detected segment, i.e. they have a large overlap
(|Gi ∩ Sj |/|Gi| > 1 − T ) with one of the segments Sj

and the segment Sj does not have a significant overlap
with any other ground-truth segment (|Gk∩Sj |/|Sj | <
T ; ∀k 6= i).



• Partial Detections: These are the number of seg-
ments in G that have a one-to-one correspondence with
a detected segment, however the amount of overlap is
not large enough (T < |Gi ∩ Sj |/|Gi| < 1 − T ) to be
classified as a correct detection.

• Over-Segmentations: These are the number of ground-
truth segments that have a major overlap (T < |Gi ∩
Sj |/|Gi| < 1 − T ) with more than one detected seg-
ments. This indicates that different parts of the ground-
truth segment were detected as separate segments.

• Under-Segmentations: These are the number of
detected segments that have a major overlap (T <
|Gi ∩ Sj |/|Sj | < 1 − T ) with more than one ground-
truth segment. This indicates that more than one seg-
ment (possibly adjacent) were merged by the detection
algorithm and were reported as a single segment.

• Missed Segments: These are the number of seg-
ments in G that do not have a major overlap with
any of the detected segments (|Gi ∩ Sj |/|Gi| < T ; ∀j).
These segments are regarded as missed by the detec-
tion algorithm.

• False Positive Detections: These are the number
of detected segments that do not have a major overlap
with any of the ground-truth segments (|Gi∩Sj |/|Sj | <
T ; ∀i). These segments are regarded as false posi-
tive detections since the system mistook some non-
interesting region as a segment.

3. TABLE GROUND TRUTH GENERATION
We have developed an easy to use ground truth prepara-
tion tool, called ”T-Truth” which allows quick and accurate
labeling of tables in a document. A table consists of a row-
column structure with cells containing data at the inter-
section of these rows and columns. However, some cells can
span rows, columns or both. Our tool allows capturing of all
this information in simplified user interactions using mouse
alone.

T-Truth tool as shown in Figure 1, consist of an image can-
vas where an operator can load a document image. The
image canvas supports variety of image formats (png, tif,
pgm, etc). It also allows zooming in and out of the image.
Once the image file is loaded the user can start with the
following labeling tasks:

Mark Table Zone: The user draws a bounding box around
a table. This is performed by clicking on the starting posi-
tion (top-left) of the table, dragging mouse and dropping at
the end position (bottom-right). The tool paints a rectangle
which follows the mouse, thus providing visual feedback to
the user. The user can mark multiple tables on a page using
the same interaction. The rectangular region drawn with
the mouse will automatically be cropped to cut off regions
without black pixels. The table co-ordinates are translated
and stored in terms of image co-ordinates internally by the
canvas. The table region is shown by its bounding box in
Figure 1(a).

Mark Row/Column Separators: Once the table zones
are marked in the document image, the user can click inside

the bounding box of one of the table zones which highlights
the table indicating that the current table is selected for
marking rows or columns. The user can then use left mouse
click to mark row separators and right mouse click to mark
column separators. Each of these clicks draws a horizon-
tal(blue) and a vertical(red) line marking row and column
separations inside the table zone as shown in Figure 1(a).
This labeling task can be performed easily by zooming in
to the image and then clicking in the area which effectively
separates rows and columns. The user doesn’t have to worry
about row/column spanning cells at the moment which will
be dealt later. Further, the operator need not be very pre-
cise to draw these separators even if they cut few pixels of
the neighboring cells because this problem will be handled
by the evaluation framework . The tool internally stores the
image points for these row and column separators. It also
builds an internal table structure which stores the bounding
box for each of the cells.

The tool also provides undo/redo operations to support the
above labeling task. After the above labeling tasks the user
sees a table grid which marks cells inside a table. However,
some of the cells (so called spanning cells) are erroneously
divided into multiple cells by the row-column separators.
The user can then proceed with removing these errors with
the following labeling procedure:

Mark Row/Column Span: The user first clicks inside one
of the tables thus selecting it to define row/column span. For
row spanning cells, the user drags the mouse down with the
left button pressed from the start cell to the end cell. After
this drag and drop the cells are merged together into one cell
and are painted in distinguishing color and the row-column
separators are updated to give direct visual feedback to the
user as shown in Figure 1(b). Similarly, for column spanning
cells the user drags the mouse to the right from the start cell
to the end cell by pressing the right button. This merges the
cells together defining a column-spanning cell as shown in
Figure 1(b). For, cells spanning rows and columns, the user
can define either of the row or column span first and then
define the other effectively combining all the cells into a row-
column-spanning cell. The user can define these spanning
cells anywhere in the table.

After completion of above labeling tasks, the user can save
the ground truth for the given image. The tool stores ground
truth in the XML format following a predefined naming con-
vention for a unique association with the original document
image.

The T-Truth tool also provides a preview-edit mode for
ground truth validation. In this mode, the tool can be ini-
tialized with the folders containing document images and
their ground truths and the operator can browse through
the dataset using next-previous menu items or shortcuts.
The table ground truths are read from the file automatically
and shown on the image for manual validation. In case of
errors the operator can quickly edit the ground truth using
the labeling operations defined above.

3.1 Preparation of ground truth images
In order to feed our color encoded segmentation approach,
we need to transform the XML-encoded ground truth data



(a) Mark Table and Row/Column (b) Mark Row/Column Span

Figure 1: T-Truth Tool

acquired with T-Truth into according image representations.
We therefore use a 16-bit RGB encoding to re-color the fore-
ground (black) pixels within each cell bounding box based
on its table-, row- and column indices as described in section
2.1. However, if in the document image there are physical
delineation for rows and/or columns then they will be er-
roneously colored with multiple colors for each of the cells
it intersects. We take care of this problem by first extract-
ing the word bounding boxes for the given document image
using an OCR software[2] and then re-coloring only those
pixels inside cells which comprise words. This step also en-
sures that noise elements in the document image are not
colored and thus do not interfere with the evaluation frame-
work. Alternatively, a line detection algorithm can be used
to identify horizontal and vertical lines and avoid the recol-
oring of their pixels.

4. EXPERIMENTS AND RESULTS
For our experimental evaluation, we used the following pub-
licly available datasets:

1. UNLV dataset[1]: The dataset contain 2889 pages
of scanned document images from variety of sources
(Magazines, News papers, Business Letter, Annual Re-
port etc). The scanned images are provided at 200 and
300 DPI resolution in bitonal, grey and fax format.
The ground truths with manually marked zones with
zone types are provided in text format. Closer exami-
nation of the dataset reveal that there are no marked
table zones in the fax images. The grey images are all
present in bitonal images. Therefore we concentrated
on bitonal documents with resolution of 300 dpi for the
preparation of ground truths. We first separated those
images for which table zones have been marked in the
ground truth. There are around 427 such images with
at least one marked table zone.

2. UW-3 dataset[21]: The database consists of 1600
skew corrected English document images with man-
ually edited ground-truth of entity bounding boxes.
These bounding boxes enclose page frame, text and
non-text zones, textlines, and words. The type of each
zone (text, math, table, half-tone, . . . ) is also marked.
There are around 120 document images containing at
least one marked table zone. We chose these document
images for our evaluation.

We trained a user to operate the T-Truth tool and asked
him to prepare the ground truth for the target images from
above dataset. The ground truth for each image is stored in
an XML file. The ground truths were manually validated by
another expert using the preview edit mode of the T-Truth
tool and improper ground truths were corrected. These it-
erations were made several times to ensure the accuracy of
the ground truth. We observed that most of the mistakes
are made in labelling column spanning cells where column
boundaries coincide with the word boundaries. Problems
can also occur where alternate interpretations of a table
structure exist as described by Nagy et al[12] and domain
knowledge is required to accurately label the table structure.

We then prepared the ground truth images as described in
section 3.1. These images are stored in PNG format and are
used directly by our evaluation framework for comparison.
The ”T-Truth tool” and the ground truths for UW-3 and
UNLV document pages containing tables can be found at
[3].

4.1 T-Recs Evaluation Results
T-Recs is a table spotting and structure recognition system
that was developed and first published more than 10 years
ago. Details on principles of T-Recs can be found in [15,
16]. It has since then undergone one major and several mi-



Table 1: Results of evaluating a T-Recs system on 120 binary 300-dpi scanned UW-3 dataset pages containing
table zones.

Table(%) Row(%) Column(%) Cell(%) Row Span(%) Col Span(%)

Correct Detections 10.71 41.86 32.95 62.92 0 32.35

Partial Detections 24.82 20.84 20.37 0.35 2.38 19.61

Over-Segmented 4.38 9.15 8.85 6.06 0 11.76

Under-Segmented 12.41 7.68 6.05 5.29 0 3.92

Missed 10.219 13.82 13.50 11.95 95.24 28.43

False Positive Detections(scaled)1 0.065 6.92 2.80 28.14 0.13 0.77

Table 2: Results of evaluating a T-Recs system on 427 binary 300-dpi scanned UNLV dataset pages containing
table zones.

Table(%) Row(%) Column(%) Cell(%) Row Span(%) Col Span(%)

Correct Detections 34.86 54.98 40.51 74.28 0.84 15.24

Partial Detections 20 12.45 18.57 1.43 2.52 23.17

Over-Segmented 3.30 6.27 13.50 8.55 0 7.93

Under-Segmented 8.62 7.70 5.11 3.29 0 4.88

Missed 13.76 10.69 13.50 7.76 96.63 42.37

False Positive Detections(scaled)1 0.04 0.12 0.88 8.84 0.05 0.43

nor evolution steps. Its relevance to practice has recently
been boosted by industry partners who became aware of the
potentials of this model free approach in contrast to their
own custom made approaches that are tailored to a well
defined narrow table model but fail if just small variation
to that model appear. We have thus decided to reactivate
research in that area and to continue developing T-Recs.

Although being a model free approach, T-Recs is controlled
by a set of numerical parameters, typically thresholds that
are considered during the various processing steps to control
the treatment of layout elements. Slight variations to the
parameters might result in worse or better results depending
on the layout that is given.

Hence, numerous applications of T-Recs in different docu-
ment domains (e.g. bank account statements, business doc-
uments like invoices, multicolumn research papers) and spe-
cific layouts always required a balancing of system parame-
ters to yield best results. That was so far always made by
hand.

With the described benchmarking at hand we are now plan-
ning to extend T-Recs to a self adapting system that can
tune itself towards a given set of training-documents for
which ground truth data is defined.

Whereas we primarily aimed at an open and universally ap-
plicable benchmarking environment for the evaluation of ta-
ble spotting and structural recognition systems, we also tar-
geted the improvement of the T-Recs system.

Consequently, we have chosen T-Recs to produce sample
analysis results for the UNLV and UW-3 datasets. T-Recs
system provides recognition results in form of table bound-
ing box and its cells associated to particular rows and/or

columns. It is also able to determine row/column spanning
cells. We wrote a small export routine to export the results
of T-Recs in the same XML format we used for generat-
ing ground truths. The T-Recs analysis was then performed
on the target images from these two datasets and the results
are stored in the matching XML files. These results are then
transformed to the document images for direct comparison
with the ground truth images generated earlier. The com-
parison results are shown in the Table 1 and 2.

Table 3: Results of evaluating a T-Recs system on
1-column, 2-column and 3-column 300-dpi scanned
UNLV dataset pages containing table zones.

Table Detection

1-Col(%) 2-Col(%) 3-Col(%)

Correct 50.40 5.67 5.71

Partial 22.44 10.68 34.28

Over-Segmented 5.15 1.42 0

Under-Segmented 4.61 19.15 11.42

Missed 9.75 17.02 5.71

False Positive1 0.06 0.03 0.04

These results were obtained by evaluating the base T-Recs
system without any optimization of parameters for the given
datasets. Since T-Recs is a bottom up approach, the evalu-
ation results clearly shows the strength of the technique at
identifying cells(74.28% for the UNLV and 62.92% for the
UW-3 correct detections) belonging to a particular table.

1False Positives for tables are scaled to per document page,
for rows, columns, and cells it is scaled to per detected table
region and for row and column spanning cells it is scaled to
per detected rows and columns



However, there is room for improvements and optimization
of parameters for row- column- and table detection. The low
percentage of table detections for UNLV and UW-3 datasets
is also due to the fact that T-Recs was designed for sin-
gle column layout documents whereas these dataset contains
several document with multiple columns. This can be seen
from the evaluation results in Table 3 which are obtained
by performing T-Recs analysis on 1-column, 2-column and
3-column documents from the UNLV dataset separately.

The strength of this evaluation scheme is that it allows eval-
uation at each level of abstraction (Table, Rows, Columns,
Row-spans etc) independently, thus is suited to evaluating
variety of approaches ranging from top-down to bottom-up.
Furthermore, the evaluation scheme can directly show dif-
ferent error classes on the document image as shown in Fig-
ure 2(b). This gives these evaluation measures a meaningful
visualization which highlights the shortcomings of the given
table recognition system and thus opens the possibility for
improvements. Additionally, the breadth of measures pro-
vided for comparison allows developers to focus on tuning
the set of measures specific to their domain of application.
e.g. Table/Figure segmentation application can focus on op-
timizing the correctness and false positive measure for table
detection where as an indexing application might be inter-
ested in good percentages of correct cell detections.

5. CONCLUSION
This paper presented an open framework for comparative
evaluation and benchmarking of table recognition systems.
We presented an image-based representation of a given table
structure and applied established image segmentation eval-
uation techniques for the benchmarking of table recognition
algorithms. We developed an open-source tool for ground-
truthing table regions and prepared ground-truth for tables
in the UW3 and UNLV datasets. The prepared ground-truth
is also made publicly available. The T-Recs table recogni-
tion system was chosen as a reference to be evaluated on the
UW3 and UNLV datasets. We hope that this framework
will provide solid foundations for comparing different table
recognition algorithms on common grounds.
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(a) Ground Truth Image with cells painted at different levels of abstractions..

(b) Segmentation Errors shown on images generated by the Evaluation Framework

Figure 2: Sample Visualization of the Ground Truth data (a), and comparison of analysis result with Ground
Truth (b)
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