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Abstract

Most optical character recognition (OCR) systems need
to be trained and tested on the symbols that are to be rec-
ognized. Therefore, ground truth data is needed. This
data consists of character images together with their ASCII
code. Among the approaches for generating ground truth
of real world data, one promising technique is to use elec-
tronic version of the scanned documents. Using an align-
ment method, the character bounding boxes extracted from
the electronic document are matched to the scanned im-
age. Current alignment methods are not robust to different
similarity transforms. They also need calibration to deal
with non-linear local distortions introduced by the print-
ing/scanning process. In this paper we present a signifi-
cant improvement over existing methods, allowing to skip
the calibration step and having a more accurate alignment,
under all similarity transforms. Our method finds a robust
and pixel accurate scanner independent alignment of the
scanned image with the electronic document, allowing the
extraction of accurate ground truth character information.
The accuracy of the alignment is demonstrated using doc-
uments from the UW3 dataset. The results show that the
mean distance between the estimated and the ground truth
character bounding box position is less than one pixel.

1. Introduction and Previous Work

For the development of optical character recognition
(OCR) systems ground truth data, that is a set of charac-
ter images and the corresponding character codes, plays
an important role. Many trainable recognizers need large
amounts of training data in order to perform well on the
recognition task. But also in evaluation labeled ground truth
data is useful: the performance of OCR systems can be mea-
sured on character level recognition, for which character
level text ground truth is indispensable.

Manually generating character level ground truth is a
time consuming and costly process, as each single charac-
ter has to be marked and labeled with the correct character
code. Considering that a typical machine printed page con-
tains more than 2000 characters, it is clear that generation
of even a few pages of labeled character-level ground truth
is expensive. This may also explain why the UW3 dataset
contains 1600 document images with layout information
ground truth but only 33 document images with character-
level ground truth.

To overcome this problem, several approaches have been
presented in literature: one approach is to use synthesized
images from an electronic document, where the ground
truth is available, on which an image degradation model is
applied. Different degradation models have been described
in literature [1]. However, there is little consensus which
model for the degradation is the right one [1]. Moreover, in
the document analysis community no clear consensus can
be found whether synthesized images are better, worse or
equivalent in quality than real data.

In literature, forced alignment has been used for gener-
ating ground truth for handwritten as well as OCR ground
truth data. The idea of these methods is to force the ASCII
transcription of the text line to fit to the image represent-
ing the text line using an initially trained recognizer. In
Zimmermann’s method for generating handwriting ground
truth [12], this is done using a hidden Markov model recog-
nizer. The path maximizing the probability for finding the
word from the ASCII transcription gives the optimal cutting
points. A similar approach is used by Jaeger [6]. Similar
methods has also been applied to printed text. The disad-
vantage of this method, apart from being less accurate than
manually labeled ground truth, is that a trained HMM rec-
ognizer and the transcription is needed.

The approach by Kanungo et al. [7] combines the ease
of synthetic data together with real world document im-
age degradation: they use electronic documents to extract
the ground truth information (character position, size and
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ASCII code). Furthermore the document is printed and
scanned in again. Then the electronic document and the
scanned document image are aligned, allowing to compute
the positions of the characters in the scanned document im-
age. As many scanners tend to add distortions that can-
not be described by similarity transformations, a calibration
step has been introduced. Kim and Kanungo [8] propose a
more robust alignment method, which they test on the UW3
dataset.

Gang et al. [11] present a ground truth generating system
using image degradation as well as real world data. They
uses a similar global alignment approach as proposed by
Kanungo et al., but without any local adaption to non linear
distortions.

Our approach consists of a two step alignment: in a first
step the global transformation parameters are estimated,
similar to Kim and Kanungo’s method. In case of simi-
larity transformations (translation, scale and rotation), this
first step is enough to obtain a good alignment. The sec-
ond step does local adaptation of smaller regions of the im-
age: nearby characters are clustered together and this clus-
ter is then aligned a second time, starting with the global
alignment parameters. This allows to adapt automatically
to scanner distortions.

In Section 2 we present the overview of our approach
and the global alignment step. Section 2.1 describes the
global alignment and Section 2.2 the local adaption step.
Section 3 describes the experimental setup and the error
measure which was also used by Kim and Kanungo in [8],
to measure the performance of the alignment method. Sec-
tion 4 shows the results and finally Section 5 concludes this
paper.

2. Alignment for Ground truth extraction

The proposed approach for OCR ground truth generation
uses electronic documents as a starting point. The electronic
document is used three times: once, for printing out a paper
version of the document; once for generating a synthetic
image of the document and once for extracting the character
bounding boxes and the corresponding ASCII code.

The print out is scanned in again. The synthetic image
is used for aligning the scanned image to the synthetic one.
Using the transformation parameters obtained by the align-
ment, the position of bounding boxes of the characters can
be computed based on the ground truth obtained from the
electronic document. An illustration of the method can be
found in Figure 1.

As scanner degradations can be quite arbitrarily (e.g.
stretching or squeezing of the page), a global alignment
technique based on similarity transforms will just be ac-
curate only if neither the printer nor the scanner add any
distortions.

To overcome this limitation our alignment is composed
of two steps: first a global alignment is used to get the es-
timate of the global similarity transformation parameters.
Second, a local adaption of the alignment parameters is
done. Starting from the global parameters, a narrow search
space around these parameters is searched for parameters
aligning the selected subregion better. This allows to adapt
to non uniform distortions as they are produced through
scanning and/or printing.

2.1. Global Alignment

The global alignment used for our approach was pre-
sented in more detail in our previous work [10]. In the
following a short overview of the global alignment will be
given.

The alignment of two document images aims at identi-
fying the transformation parameters that allow to overlay
both images. For this purpose we use an optimal branch-
and-bound search algorithm, called RAST [2] (Recognition
by Adaptive Subdivision of Transformation Space). This
method allows finding the globally optimal parameters de-
scribing the transformation needed to align both images.

The quality function used for document image alignment
is defined as the number of model points matching an image
point under the error bound ε.

RAST algorithm uses a branch-and-bound search for
quickly finding an global optimum. It uses a priority
queue containing parameter subspaces in order of their up-
per bound quality. The subspace with highest priority is di-
vided into two new subspaces, by splitting it into two parts
of equal size. For each part, the new upper bound quality
is determined and both subspaces are added into the prior-
ity queue. These steps are repeated until a stopping crite-
rion is met. In our case the method stops when the size of
the remaining parameter sub space is smaller than a given
threshold.

For applying RAST, an initial parameter space
(also called transformation space) has to be defined.
Let [txmin, txmax] × [tymin, tymax] × [amin, amax] ×
[smin, smax] be the initial search space, where tx stand for
translation in x direction, ty translation in y direction, a for
the rotation angle and s for the scale.

Next, the upper bound quality is computed. Let B =
{b1, . . . , bN} ∈ R2 be the set of image points of the scanned
image and M = {m1,mM} ∈ R2 the set of image points
of the synthetic image, also called “model points” (in or-
der to stick to the original notation of the RAST algorithm).
For each model point m, a bounding rectangle GR(m) can
be computed using the transformation space to be searched.
This rectangle represents the possible positions where a
model point m may be transformed to, using all possible
transformations from the current transformation subspace.
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Print     Scan

Synth. Ground Truth
x0 y0 x1 y1 Chr
123 400 141 420 A
145 400 163 420 M
123 430 135 445 I
... ... ... ... ...

Alignment

Real Ground Truth
x0 y0 x1 y1 Chr
23 200 41 220 A
45 200 63 220 M
23 230 35 245 I
... ... ... ... ...

Transform
Coordinates

Transformation Parameters      
tx = 100,   tx = 200, 

angle = 0°,  scale = 1.0

Figure 1. An overview of the method: from the digital document (PDF in our case) a print out, a
synthetic image and the ground truth information is extracted. The printed version is scanned and
then aligned with the synthetic image. The transformation parameters obtained during alignment
are used to compute the positions of the ground truth in the scanned document image.

If the distance d, defined as d = ming∈GR(m),b∈Bg − b is
less than a threshold ε, the quality of the parameter subspace
is incremented. A more detailed description of RAST can
be found in [2, 3].

As image points we choose the centers of connected
components, as they are relatively stable and easy to com-
pute. In order to speed up the computation of the up-
per bound for the quality, a filtering step is added before
the branch-and-bound search: to avoid comparing bound-
ing boxes that are not similar at all, Fourier descriptors for
the contour of the connected components have been ex-
tracted [5], describing the shape of the connected compo-
nent. In order to be invariant to scale and rotation, the im-
ages of the connected components are downscaled to a fixed
size and the phase is discarded to obtain rotation invariance
for the Fourier Descriptors. For each connected component
only the 50 most similar image points are considered for the
quality estimation. The value of 50 was chosen manually
and showed to work quite well for standard documents.

2.2. Local Alignment

After obtaining initial parameters txi, tyi, si, αi from
the global alignment procedure, local adaption is done.
First, the model points are clustered according to their lo-
cal neighborhood. This clustering can be implemented in
different ways, if two conditions are satisfied:

• “Locality”: the selected local constellation of model

points should extend to an area small enough to adapt
to the local distortions.

• “Local uniqueness”: the selected local constellation
of model points should be unique given the parame-
ter search space. This means that there is only one set
of parameters transforming the local model points to
the image points while obtaining maximum quality.

The two extrema of the clustering are thus:

• one cluster containing all model points: this will not
adapt to any local distortions

• one cluster per model point: this may lead to align-
ments where the local neighborhood constellations of
the model points may be broken up, thus leading to a
wrong assignment.

For our experiments on local adaption we used a nearest
neighbor approach for clustering: for a randomly selected
cluster center, all model points are added that are within a
certain distance of the cluster center, e.g. all points that are
closer than 200 pixels.

Given a reasonable clustering, each cluster can now be
adapted locally. Principally, the same method as for the
global matching can be used, with the following differ-
ences:

• Search space: using the transformation parameters
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from the global alignment, a new search space is de-
fined in narrow bounds around these parameters.

• Feature points: instead of taking all components from
both images, only the components belonging to the
currently analyzed cluster are taken. From the second
image, only the components that are within the area
that is covered by the new search space have to be con-
sidered.

Instead of taking centers of connected components as
image points, edges are extracted from the clusters. This
leads to more robust results than just taking one point per
connected component, as connected components are sensi-
tive to noise. The alignment is done using RAST for match-
ing edges instead of single points. The edges are detected
using Canny edge detector [4].

For each cluster we obtain a new set of adapted transfor-
mation parameters txa, tya, sa, αa which is used to com-
pute the ground truth position of characters in the scanned
image.

In Figure 2 a real world example can be found showing
the effect of local adaptation. An example document from
the UW3 dataset was printed and scanned by a commercial
flatbed scanner. The result of the global alignment and the
result after local adaptation can be seen.

3. Evaluation and Error Measure

In order to test the global matching and for our results
to be comparable with previous work by Kim and Ka-
nungo [8], we follow their evaluation approach. The Uni-
versity of Washington data set [9] contains among other
document images 33 document images together with char-
acter level ground truth consisting of the bounding box co-
ordinates and the ASCII code of the character in the bound-
ing box. Ten images where chosen randomly and trans-
formed using the following parameters: For the first test
without rotation:

• Xt = {−50, 0, 50}

• Yt = {−50, 0, 50}

• S = {0.65, 0.8, 1.0, 1.2, 1.35}

For the second test with rotation:

• (Xt, Yt) = {(0, 0), (50, 0), (100, 0)}

• R = {0, 1, 3}

• S = {0.65, 0.8, 1.0, 1.2, 1.35}

The initial search space is given by:

• Xt = [−100, 100]

• Yt = [−200, 200]

• R = [−10, 10]

• S = [0.6, 1.4]

The error measure is the Euclidean distance between
the centers of the ground truth bounding boxes and the
aligned bounding boxes. It is defined as follows: given
the bounding box coordinates xl, yl, xh, yh. The coordi-
nates of the ground truth boxes after applying the ground
truth transformation parameters tx, ty, s, α are given by
xlg, ylg, xhg, yhg . The center of the transformed bound-
ing box is given by xcg = xlg+xhg

2 and ycg = ylg+yhg

2 .
Applying the estimated transformation on the ground truth
bounding box leads to coordinates xle, yle, xhe, yhe with
center coordinates xce = xle+xhe

2 and yce = yle+yhe

2 .
The Euclidean distance is then be computed by d =√

(xce − xcg)2 + (yce − ycg)2.
Another error measure we used is the mean and the max-

imum difference of the transformation parameters. For each
document, the difference between the ground truth param-
eters and the estimated parameters is computed. For each
parameter (translation in x and y direction, rotation angle
and scale factor), the mean and the maximum of the abso-
lute differences are shown.

As currently no ground truth is available for testing the
local adaption, we give only an example of the effect of
the local adaption. Initial experiments and visual inspection
of the results show that the here proposed local adaption is
able to adapt to distortions introduced by scanning devices.
Application on carefully camera-captured documents is also
possible, as far as the distortions are small enough that it
can be approximated by translation, rotation and scale on a
cluster level.

4. Results

The histogram of the distances between ground truth
bounding boxes and the estimated bounding boxes for the
test without rotation can be found in Figure 3. It can be
seen that the overall estimation of the parameters is quite
accurate, as all estimates are within 1.5 pixels distance to
the ground truth box. The mean distance is about 0.65 pix-
els and the maximum distance is about 1.09 pixels.

The same can be concluded for the histogram of the dis-
tances between ground truth bounding boxes and the esti-
mated bounding boxes for the test with rotation in Figure 4.
The mean distance is about 0.68 pixel, the maximum dis-
tance 1.77 pixel. The mean and maximum distance are
slightly higher than for the test without rotation, but still
most are below one pixel distance.

Compared to the results of Kim and Kanungo [8], there
is some change to the better concerning the test without ro-
tation, as nearly all of the components where aligned within
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Original Image Scanned Image

global alignment
result

local adaptation
result

cluster image

target area 
image

Figure 2. Example of local adaptation. The document was scanned using a commercial flatbed scan-
ner. The original image is colored in blue, the scanned one in red. Black pixels are used to show
overlapping pixels (positions that are black in both images). Due to local distortions introduced by
the scanner, the global alignment is not perfect. Local adaption is used to compensate for these dis-
tortions. The cluster image is realigned locally to the target area. The new resulting aligned image
is shown at the bottom.
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Figure 3. Results for the alignment test with-
out rotation. It can be seen, that the maxi-
mum error is below 1.1 pixel, and the mean
distance is about 0.7

one pixel accuracy: maximum error reported by Kim et Ka-
nungo is about 4.0, whereas the maximum error of our ap-
proach is around 1.8 pixel. The major improvement can be
seen on the test with rotation: our method is nearly as ac-
curate as on the test without rotation, whereas Kim and Ka-
nungo’s method leads to distances of as much as 200 pixels
for even small rotation angles.

In Table 1 the mean and maximum differences for the
transformation parameters can be found. It can be seen that
the estimates are very close to the ground truth transforma-
tion parameters.

Table 1. The mean and maximum difference
between the estimated and the ground truth
transformation parameters are given for the
test without and with rotation.

tx ty angle scale
mean w/o rot 0.44 0.44 0.00 0.00
max w/o rot 0.81 0.77 0.01 0.00
mean with rot 0.32 0.49 0.00 0.00
max with rot 0.97 1.06 0.02 0.00

5. Conclusion and Future Work

In this paper we presented an improved way of generat-
ing OCR ground truth from real world data without manual
labeling. Starting from an electronic document, it extracts
ground truth, consisting of bounding boxes and the ASCII

Figure 4. Results for the alignment test with
rotation. It can be seen, that the maximum er-
ror is below 1.8 pixel, and the mean distance
is about 0.7

code of the characters. Then, a synthetic image is gener-
ated and aligned to the scanned image of the same docu-
ment. This alignment is done using RAST, a robust branch-
and-bound search algorithm. In a first step a global trans-
formation is computed allowing to align the images within
one-pixel accuracy if the scanned image is not distorted by
non-similarity transformations. As many scanners add non-
similarity transformation distortions to the digitized docu-
ment, a local alignment method adapts the transformation
parameters by locally aligning clusters of nearby connected
components. This allows to compute the positions of the
ground truth components with high enough accuracy. The
superior performance of the method has been shown on
UW3 dataset. In future work it would be important to also
test the performance of the local adaption technique. There-
fore ground truth data needs to be generated. Furthermore,
extracting ground truth from PDFs is not trivial and has also
some drawbacks, e.g. no logical data is contained. Other
electronic document formats may be more suitable for the
task of ground truth generation.

An online demo of our approach can be found under
http://demo.iupr.org/ocr-gt-gen/ocr-gt-gen.php. Note, that
this demo currently only uses the global alignment and thus
does not adapt to distortions other than those covered by the
similarity transform. An example image of the output of the
demo can be found in Figure 5.
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