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Abstract. The performance of handwriting recognition systems has un-
dergone significant improvement in recent years. However, the accuracy
of these systems for multiple cursive scripts, including Arabic and Urdu,
is still limited due to the lack of labeled training data. Handwriting
generators are a potential solution to this problem. Previous research
on Urdu handwriting generation has primarily focused on generating
realistic ligatures using Generative Adversarial Networks (GANs) with
common adversarial loss but has not addressed the issue of maintaining
content and generated image entanglement. This paper aims to address
this gap by proposing a content-controlled training approach for Urdu
Handwriting Generation with pre-trained recognizer loss. Our generation
model is trained on a diverse set of printed ligatures and then fine-tuned
with transfer learning on handwritten images. In this paper, a new metric
for evaluating the performance of handwriting generation systems is also
suggested, which is specifically tailored to the context of handwriting
generation tasks. To our knowledge, this is the first Urdu handwriting
generation system that is capable of generating content-controlled im-
ages.
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1 INTRODUCTION

Handwriting is a fundamental aspect of human communication and has played
an important role in the documentation of human history. From ancient civi-
lizations to the present day, handwriting has been used to record personal and
public events, preserving them for future generations. The use of digital devices
has made it easier and more efficient to produce and share written materials.
Moreover, more people now rely on typing rather than handwriting to create
written documents [10]. Handwriting is still used today for record-keeping in
certain fields such as medicine and therapy [12], where it is important to have
legible, accurate records of patient information. Additionally, handwriting is also
significantly used in education as teachers and students often take notes by hand
and it is seen as a personal expression.
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Fig. 1. The figure illustrates the contextual variations of the Urdu character ‘bay’ based
on its position (initial, medial, or final) and its combination with other characters [2].

Optical Character Recognition systems (OCRs) have achieved great perfor-
mance against printed text but still lacks behind in handwritten text due to
limited data and diverse writing styles, specifically for Arabic scripts including
Urdu.

Urdu, Farsi, Sindhi, Pashto, and Punjabi are all written in scripts that are
derived from the Arabic script, which has unique characteristics due to its cur-
sive nature [1]. The shape of characters within the script is dependent on their
position within a given word as shown in Fig. 1. Additionally, the use of diacrit-
ics and dots serves to indicate grammar and pronunciation [1]. There also exists
diverse variations when it comes to inter-word and intra-word spacing within
the script with overlapping characters, which adds more to its complexity as
highlighted in Fig. 2.

Furthermore, Arabic script is cursive in nature, where a single word consists
of one or more ligatures. A ligature is a combination of two or more charac-
ters that are merged into a single more complex shape [11]. These factors, in
conjunction with individual variations in handwriting style, contribute to the
complexity of processing and analyzing text written in the Arabic script.

Given the challenges posed by complex and limited data, it has become in-
creasingly evident that the current recognition systems are not meeting the de-
sired standards of performance. Recently, there has been a growing interest in
the field of handwriting generation as a potential solution for the data limita-
tion challenge. Variational Autoencoders (VAEs) [19] and Generative Adversarial
Networks (GANs) have emerged as popular research areas in this field. However,
a major challenge in these studies, particularly for Arabic scripts, is the absence
of controlled text generation [5]. Controlled text generation is a critical aspect
of handwriting generation for OCR systems, as it is necessary for training OCR
models and obtaining annotated data that accurately reflects the needs of the
OCR systems [18].

From the current literature, two significant research gaps have been identified.
Firstly, the lack of content-controlled generation for complex script handwriting
is a major challenge [10]. This means that there is difficulty in generating images
that accurately represent the intended content when dealing with scripts that
have a high level of complexity. Secondly, even when content control is attempted,
the concurrent training of the recognition system with the GANs presents an-
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Fig. 2. Illustrating the Complexity of Urdu Handwriting: A Sample of Overlapping
Characters in Urdu Script. The image shows the cursive and overlapping nature of the
Urdu script.

other challenge. This is because the recognition system can validate substandard
generated images as readable, which does not ensure that the generator will con-
verge towards producing realistic and readable handwriting images [20]. This can
result in the generation of images that do not accurately represent the intended
content.

In this paper, an alternative approach is proposed that presents a novel solu-
tion to the challenges of content-controlled and readable generation of handwrit-
ing images. By incorporating a pre-trained recognizer network into a generative
end-to-end architecture, the generational power of GANSs is leveraged while ad-
dressing the issue of model failure in producing readable text images. For any
previously unseen unicode Urdu string given as input, our approach generates
an image of the corresponding Urdu text in a handwriting style.

This paper is further divided into different sections. Section 2 summarizes
the relevant work done previously. Section 3 provides a detailed methodology
of the proposed approach. Section 4 presents experimental configurations and
Section 5 discusses the results and compares them with other similar works.
Section 6 finally concludes the paper with a summary and future directions.

2 PREVIOUS WORK

Handwritten text generation techniques utilizing deep learning can be broadly
classified into two categories: online and offline generation techniques. Online
techniques typically utilize temporal data obtained from the sequential recording
of real handwriting samples (in vector form) via the use of a digital stylus [4].
Alternatively, recent generative offline handwritten text generation techniques [5)
focus on the direct generation of text through training on offline handwriting
images.

Graves et al. [3] present the very first approach utilizing a Recurrent Neu-
ral Network (RNN) with Long-Short-Term Memory (LSTM) cells for predicting
future stroke points based on previous pen positions and input text. Further, Ji
et al. [6] extended the method presented in [3] by incorporating a GAN frame-
work with a discriminator. The introduction of a disentanglement mechanism in
DeepWriting [4] allows for greater control over the generation of style without
affecting the content. Haines et al. [7] proposed a method for author-specific
handwriting generation, which requires a significant amount of character-level
annotation for each new sample.

Recent advancements in handwriting generation have aimed to improve con-
trol over both content and style. One such approach is presented by Alonso et
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al. [5], which utilizes a GAN architecture composed of a discriminator and gener-
ator, as well as two additional networks: a bidirectional LSTM and a CNN with
LSTM layers at the end. This approach specifically focuses on the generation
of fixed-length and width handwritten strings in French and Arabic. The gen-
erated images were incorporated into an existing dataset, resulting in improved
accuracy of recognition systems.

In another study, Fogel et al. [8] presents a novel method for generating
images from text, referred as ScrabbleGAN, which incorporates a correlation
between the width of the generated image and the length of the input text. The
results of ScrabbleGAN demonstrate its proficiency in generating high-quality
images that are semantically consistent with the input text. Farooqui et al. [9]
presents an approach for improving handwriting recognition of the Urdu lan-
guage by generating additional data samples using different GAN variants. Seven
different GAN architectures were implemented for the generation of handwritten
Urdu ligatures, with each GAN trained to produce a specific class of ligatures
or at most 10 classes for class-conditioned variants. The goal is to increase the
amount of training data to improve the accuracy of word-spotting tasks. Sharif et
al. [10] present a GAN-based approach for Urdu Handwriting Generation, which
produces realistic Urdu ligatures. Three different GANs variants were evaluated,
with WGANSs showcasing the best performance. It basically utilizes the recep-
tive power of a deep convolutional generator to generate complex overlapping
ligatures, but it does not ensure content-controlled generation.

Similar to ScrabbleGAN [5], we also investigate the problem of content-
controlled generation and propose an approach, utilizing a pre-trained recog-
nizer network with frozen weights during training instead of training along with
GANSs, to ensure a stable mapping between input character embeddings and
generated images. This approach is intended to overcome the limitations present
in current handwriting generation techniques.

3 PROPOSED METHODOLOGY

In this study, we propose to use a GAN-based approach as shown in Fig. 3,
where in addition to the discriminator, the generated image is also evaluated
by a recognizer network. The purpose of the discriminator is to promote the
realistic appearance of handwriting styles, while the recognizer network serves
to ensure the generated image is readable and accurately represents the input
text. Each component is discussed in the following subsections.

3.1 Fully Convolutional Generator

The fundamental principle guiding our proposed model is the realization that
handwriting is a localized process, meaning that each letter is influenced only
by the letters preceding and succeeding it. This is also supported by Graves et
al. [3], who employed recurrent neural networks for the task at hand.
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Fig. 3. Proposed approach for Ligature Image Generation. Embeddings for each char-
acter in a given ligature are combined with noise before being fed into the network.
The image is generated through upsampling and convolutional layers and then passed
through a convolutional network and recognizer network, resulting in discriminator loss
and recognition loss, which guide the learning of the overall architecture (as shown by
the dashed blue line).

By analyzing Urdu ligature formation, we posit that the shape of characters
in Urdu is heavily influenced by the surrounding characters within the ligature.
This suggests that this characteristic can be effectively learned through the use of
convolutional neural networks. The proposed generator utilizes character embed-
dings and maps them onto the generated image through a series of convolutional
layers.

The generator can be conceptualized as one that generates individual character-
wise patches, rather than generating complete words in their entirety. A com-
bination of convolutional layers and upsampling layers in each layer of the gen-
erator is employed which increases the overlap between neighboring characters,
thereby expanding the receptive field. This facilitates interactions among neigh-
boring characters, resulting in a smoother transition within ligatures. For every
character in a given ligature, a character embedding is combined with a noise
vector in order to account for natural variations in handwriting. The result-
ing embeddings are then passed through a fully convolutional generator, where
the region generated by each character filter is of the same dimension and the
receptive fields of adjacent filters overlap to generate the ligature image.

3.2 Fully Convolutional Discriminator

In the traditional GAN architecture, the role of the discriminator is to accurately
distinguish between original data samples and those generated by the generator.
In the proposed model, a discriminator is also utilized to score images as either
real or fake. The discriminator is a fully convolutional neural network, similar
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to the generator, but with an architecture opposite of the generator. Both ac-
tual handwritten samples and generated samples are provided as input to the
discriminator, which then evaluates these images and produces an output. This
output is subsequently used in the loss function to update the weights of both
the generator and discriminator.

3.3 Recognizer Network

The recognizer network evaluates generated images on the basis of readability by
comparing the recognized text from the recognizer network with the input label
provided to the generator. For the recognizer network, we have used the state-
of-the-art recognition system for Urdu Handwriting proposed by Riaz et al. [12],
which combines the capabilities of a convolutional neural network (CNN) and a
transformer (Conv-Transformer). The CNN component extracts visual features
from the input image, which are then passed to a full transformer consisting of
three encoder-decoder layers. The model employs a cross-entropy loss function
to measure the difference between the predicted text and the text labels.

For our task, we trained the Conv-Transformer architecture as suggested by
Riaz et al. [12] on NUST-UHWR Dataset [18] with the objective of achieving
generalizability of recognizer network.

3.4 Optimization Functions

Three distinct learning objectives are discussed in this work. Specifically, dis-
criminator loss, generator loss, and recognition loss are utilized. The utilization
of these three objectives aims to enforce the content-controlled generation of
images, thus enhancing their overall quality.

Discriminator Loss We employ a discriminator model to estimate the prob-
ability of whether a given sample is from the training data (X) or from the
artificially generated distribution. The optimization problem is formulated as a
min-max problem, where the generative network (G) and the discriminator (D)
are trained in competition with each other. Formally, it can be defined as

min Lp = D((G(Z, 1)), 0) = D(X,0)) (1)

where Z and L represent noise vector and text label. The G represents the gen-
erator network, which generates text images given Z and L.

Generator Loss It is typically a function that measures how realistic generated
images are. It can be formally defined as

win Lo = ~D((G(Z, 1)), 0) (2)

Recognition Loss A pre-trained state-of-the-art Urdu recognition is utilized as
a handwritten text recognizer network (R) that guides the generation of synthetic
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Fig. 4. Text, its rendered and augmented Versions, where (a) displays the input text,
(b) presents the rendered version using Pango with the ‘Pak Nastaleeq’font and (c)
showcases additional augmentations that mimic real handwriting variations.

word images with specific textual content. As the recognizer network is frozen
during training, this loss optimizes the weights of the generator network only.
This is a fundamental minimization problem, which can be defined as

min L = R((G(2, L)), L) (3)

The overall architecture is trained using a combination of three proposed loss
functions keeping the weights of the recognizer network freeze. The three losses
represented by equations (1), (2), and (3) are combined arithmetically to yield
the overall loss.

mLinLZLD+Lg+LR (4)

The weights of the generator and discriminator are updated in an alternating
fashion to ensure the stability of the overall learning process.

4 EXPERIMENT CONFIGURATION

Several experiments were conducted to evaluate the effectiveness of the pro-
posed model for generating Urdu ligatures and to compare its results with those
of existing baselines and state-of-the-art approaches. The specifications of the
datasets used implementation details, and hyperparameter settings are thor-
oughly discussed below.

4.1 Datasets Used

In order to assess the performance of the proposed model, both rendered and real
handwriting datasets were utilized. A brief overview of the database is provided
below:
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UCOM Database: In order to evaluate the proposed network, the UCOM
database [13] is utilized. The dataset consists of 48 distinct lines of Urdu text,
authored by 100 different individuals. The Urdu language comprises 36 unique
alphabets, with standalone Urdu alphabets also being considered as ligatures of
a single character. Following the methodology outlined in [9], the 317 unique
ligatures are extracted from images of Urdu sentences through binarization, seg-
mentation, and resizing to obtain ligatures of a fixed dimension. By utilizing
data augmentation 32,000 samples were obtained.

Center of Language Engineering (CLE) database: The CLE database [23],
developed by the Center for Research in Urdu Language Processing (CRULP)
[24], primarily consists of 18,000 frequent Urdu ligatures in Unicode format.
These ligatures are organized based on the number of characters, ranging from
2 to 8 characters. We used ligatures consisting of up to 4 characters, yielding a
total of 10,012 unique ligatures. These ligatures are rendered using Pango [14]
as shown in Fig. 4.

4.2 Pre-processing of Dataset

We argue that better formation of ligatures can be learned through a large cor-
pus of ligatures, and this knowledge can be transferred and refined to a specific
handwriting dataset. In order to achieve this, augmentations that aim to make
the rendered images as similar as possible to real handwriting are utilized. These
augmentations include erosion, dilation, rotation, and shear transformation as
shown in Fig. 4. A dataset of 30,036 images is generated by using these augmen-
tations on 10,012 unique ligatures from the CLE database.

4.3 Implementation Details and Hyper Parameters

The architecture of the network is configured to generate fixed-size images of
64 x 64 pixels. The input ligature is padded up to a sequence length of eight
characters and then passed through the embedding layer of Generator (G) to
generate embeddings of shape 8 x 8192 for each sample. As illustrated in Fig. 3,
for the generation of an n-character ligature, ‘n’'number of character embeddings
are generated according to the characters. These embeddings are reshaped into
512 x4 x 32 and subsequently passed through convolutional layers, followed by an
upsampling layer. Leaky ReLU (LReLU) and batch normalization [15] is applied
between these layers, and a sigmoid activation function is utilized to produce
the final output of size 64 x 64. Table 1 shows the detailed architecture of the
generator with corresponding output shapes.

The Discriminator (D) network is essentially the inverse of the generator
network, with the exception of the absence of the spatial embeddings layer. An
image of 64 x 64 pixels is provided as input to the discriminator, which is then
processed through a series of layers, including the convolutional layer, Leaky
ReLU (LReLU) layer, batch normalization, and max pool layer. The final layer
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is a linear layer that outputs a single value, representing the score or probability
of the image being real or fake. The detailed architecture of the discriminator,
encompassing dimensions and activation functions at each layer, is presented in
Table 1. A batch size of 32 was employed, where the input labels’ sequence length
was padded up to the maximum sequence length of 8. The Adam optimizer with
a learning rate of 2e~# was utilized for the training of our architecture. For every
generator update, the discriminator is updated 7 times, and recognition loss is
optimized on every 5th training step of the epoch.

Hyperparameter tuning The stability of GAN training is a well-known chal-
lenge in the field of generative modeling. The stability of GANs is influenced
by several factors, including the learning rate and the number of times the dis-
criminator is trained compared to the generator, as stated in the seminal work
by [16]. In practice, there is no standard set of hyperparameters that works for
all models and datasets.

In our study, we conducted an extensive exploration of the hyperparameters
to stabilize the training of GANs. The learning rate was varied from le™ to
le™® with intervals, while the number of times the discriminator was trained
relative to the generator, represented by the parameter ‘k’, was varied from 2 to
10. Our results showed that a learning rate of 2e~> and a value of k=7 were the
optimal hyperparameters for our proposed approach.

4.4 Experiments Performed

We have executed three distinct variations of experiments, considering the dataset
or approach employed. Our results have been benchmarked against the state-of-
the-art in Urdu Handwriting Generation [10] and are thoroughly discussed in
subsequent sections.

Performance on CLE database The proposed model was trained on the CLE
database from scratch, utilizing 300 epochs with hyperparameters in accordance
with the specifications described in Section 4.3. However, the discriminator was
trained seven times that of the generator, as advised in [16]. Out of 30,036
samples, 28,512 were designated for training and the rest for testing. The ef-
fectiveness of the proposed model was evaluated using the Fréchet Inception
Distance (FID), Geometric Score (GS), and Recognition Accuracy, as outlined
in Table 2. The Recognition Accuracy was determined through the Character
Accuracy Rate, which reflects the number of characters that can be recognized
from the generated images through the use of a state-of-the-art Urdu handwrit-
ing recognition system.

Performance on UCOM database In a similar fashion to the training on
the CLE database, the proposed model underwent 300 epochs of training with
hyperparameters consistent with those specified for the CLE database, except for
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Table 1. Configurations of custom Generator and Discriminator blocks. Each convo-
lution layer has ReLU activation except the last one which has Sigmoid Activation.

Generator layer (Zlﬁg;l;t Discriminator layer (;E:lizt
Embedding Layer + Noise 8 x 8192 Input Image Vector 1x64 x 64
Embedding Layer 4+ Noise | 512 x 4 x 32 Convolution 32 X 64 x 64

(Reshaped) Convolution 32 x 64 x 64
Convolution 256 x 8 x 32 Convolution 32 x 64 x 64
Batch Normalization 256 x 8 x 32 Convolution 64 x 32 x 32
Convolution 128 x 16 x 32 Convolution 128 x 16 x 16
Batch Normalization 128 x 16 x 32 Convolution 128 x 16 x 16
Convolution 128 x 32 x 32 Convolution 256 x 16 x 8
Batch Normalization 128 x 32 x 32 Batch Normalization 256 x 16 x 8
Convolution 64 x 64 x 64 Convolution 256 x 16 x 4
Convolution 64 x 64 x 64 Batch Normalization 256 x 16 x 4
Convolution 32 x 64 x 64 Convolution 256 x 16 x 4
Convolution 32 X 64 x 64 Batch Normalization 256 x 16 x 4
Convolution 16 x 64 x 64 Convolution 256 x 16 x 2
Convolution 1x64x 64 Linear Layer 1x1

the discriminator which was trained five times than that of the generator. The
performance of the model was assessed using the FID score, Geometric Score,
and Recognition Accuracy, as shown in Table 3.

Performance of Model trained on CLE and UCOM database The pro-
cessed UCOM database consists of only 317 unique ligature formations as high-
lighted in Section 4.1, which makes it insufficient as an Urdu Handwriting Gen-
erator due to its limited data. To improve the dataset, 10,000 ligatures from the
CLE database have been rendered and augmented to incorporate real handwrit-
ing variations. The model was trained on the CLE data and then transferred
and fine-tuned on the UCOM database for an additional 50 epochs with a learn-
ing rate of 2¢7%, drawing inspiration from the transfer learning approach used
in GANs [17]. The performance was evaluated using the FID score, Geometric
Score, and Recognition Accuracy, and the results are presented in Table 2.
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Impact of Generated Data on Urdu OCR Performance The objective
of handwriting generation is to increase annotated data to improve handwrit-
ing recognition accuracy. To evaluate the improvement, an experiment was per-
formed in which the OCR model was trained with both the generated data and
the UCOM database. The performance of the proposed model was compared to
Sharif et al. [10] using the Character Error Rate (CER) as the evaluation metric,
shown in Table 4.

5 RESULTS AND DISCUSSION

The performance of our proposed method was evaluated using three quantitative
metrics: Fréchet Inception Distance (FID) [22], Geometric Score (GS) [21], and
Recognition Accuracy. FID was utilized to measure the similarity between the
feature representations of the generated and real images. This was achieved by
fitting two Gaussians on the feature representations obtained from an Inception
Network and calculating the Fréchet distance between them. GS, on the other
hand, compares the geometrical properties of the fundamental real and fake data
manifolds and provides a means to quantify mode collapse.

In this study, a new evaluation metric, Recognition Accuracy, has been dis-
cussed as a more effective means of evaluating text image generation tasks. Un-
like FID and Geometric Score, which evaluate the generated text images based
on latent features, Recognition Accuracy evaluates the readability of the im-
ages through state-of-the-art generalized OCR systems. Although there may be
limitations to this approach due to the limitations of OCR itself, it provides
a standardized means of determining the quality of text images. Additionally,
the FID score has its own limitations, as the Inception network it relies on is
primarily trained on facial data, which may not accurately represent the target
distribution for another target. For this reason, the use of Recognition Accuracy
along with the FID score may provide a more comprehensive evaluation of the
quality of content-controlled handwriting generation tasks.

In every experiment performed, the FID score was calculated for the entire
dataset, comparing it with an equivalent number of generated samples, approx-
imately 30,000 in total. The Geometric Score was determined through the anal-
ysis of 5,000 real and 5,000 generated samples using default parameter settings.
Furthermore, the Recognition Accuracy was calculated for the complete dataset
using a pre-trained recognizer network.

5.1 Results on CLE Database

The results of our study on the CLE database show an FID score of 69.01 and
a Geometric Score of 7e~*, with a recognition accuracy of 77% as highlighted in
Table 2. The recognition accuracy of 77% indicates that 77% of characters are
readable in our generated images with the help of generalized OCR. Given that
the CLE database is comprised of 10,000 unique ligatures and trained for 300
epochs, the results demonstrate the good performance of the proposed model.
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Fig. 5. Label, it’s ground truth (printed text with Pango) from CLE database and
generated sample through the proposed model, where (a) displays the input text,
(b) presents ground truth and (c¢) showcases generated samples through the proposed
model.

Table 2. Comparison of FID score, Geometric Score and Recognition Accuracy for
proposed approach on CLE database and fine-tuned on UCOM database.

Training Data FID Score|Geometric Score| Recognition
Accuracy(%)

CLE Database 69.01 7.87e " 77

CLE Database +

Fine-tuned on UCOM database 38.03 8.81e~* 72.6

Furthermore, a qualitative assessment as shown in Fig. 5 confirms the validity
of the results. The utilization of an augmented training dataset ensures that the
generated images accurately depict natural handwriting, and the formation of
ligatures in comparison with ground truth confirms the correctness of the model.

5.2 Results on UCOM database

Results of the proposed approach on the UCOM database as explained in 4.4
demonstrate an FID score of 23.24 and a Geometric Score of 5.95¢~4, with a
recognition accuracy of 69.7% as illustrated in Table 3. The quality and accu-
racy of the images produced can also be confirmed by the visual representation
in Fig. 6. As demonstrated, the majority of the generated samples contain rec-
ognizable characters, with the exception of one most right sample which is a
five-letter ligature, and one out of five characters not being recognizable based
on human evaluation. These results align with the quantitative recognition ac-
curacy mentioned in Table 3, which is a mislabeling rate of 4-5% in the dataset
and a limitation of the recognition model’s accuracy.

Along with the quantitative comparison presented in Table 3, a qualitative
analysis was also conducted, as shown in Fig. 7. The results demonstrate that the
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Fig. 6. Label, its ground truth from UCOM database and generated sample through
proposed model, where (a) displays the input text, (b) presents ground truth and (c)
showcases generated samples through proposed model.
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Fig. 7. Qualitative comparison of Proposed Model and different GAN variants from
Sharif et al. [10] on UCOM database. (a) shows ground truth, (b) - (d) represents
generated samples from Deep Convolutional GANs(DCGANSs), Wasserstein GANs
(WGANS), and Wasserstein GANs with gradient penalty (WGANs-GP), (e) show-
case generated samples through the proposed model.

proposed model generates samples that are comparable in quality to those gen-
erated by other GAN variants from Sharif et al. [10]. It is worth noting that the
proposed model generates content-controlled samples, while the samples from
the previous works were the best-generated samples of the same class/label sep-
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Fig. 8. Qualitative comparison of generated samples and ground truth when transfer
learning is employed from CLE database to UCOM database, where (a) displays
the input text, (b) presents ground truth and (c) showcases generated samples through
the proposed model.

Table 3. Comparison of FID score, GS, and Recognition Accuracy for different GAN
variants from previous works and Proposed Approach.

[Model [FID Score|Geometric Score|Recognition Accuracy(%)]
DCGANSs 21.45 7.82¢7 7 35.1
WGCANSs 17.97 7.46e~* 37.6
WGANs-GP 15.74 7.14e™* 39.2
Proposed Model 23.24 5.95¢ "4 69.7

arated manually as they are not content-controlled generation. This superiority
of the proposed model can be verified by examining Table 3, which shows no
significant difference in FID and geometric score but a marked improvement
in recognition accuracy, reflecting the difference between controlled and uncon-
trolled generation. The results highlight the ability of the proposed model to
generate annotated samples of equivalent quality to those generated by uncon-
trolled methods while still maintaining a close relationship to the input.

5.3 Result of Transfer Learning on UCOM database

As detailed in Section 4.4, an attempt was made to apply transfer learning from
large rendered and highly augmented data (CLE database) to real handwriting
data, with the aim of improving ligature formation and increasing the general-
ization of the generator. The results are presented in Fig. 8, which shows that
while the difference between generated samples and ground truth can still be
distinguished, the generator is making progress toward replicating the smoothed
strokes of real handwriting images. Table 2 reports the evaluation metrics, in-
cluding the FID score of 38.03, the Geometric Score of 8.81e~*, and recognition
accuracy of 72.6%, demonstrating the efficacy of this approach. These results
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Table 4. Comparison of OCR performance in terms of CER(Character Error Rate),
when trained with Synthetic data generated with WGANs-GP [10] and proposed model.

[Training Data [ Model |[CER(%)]
UCOM - 7.12
UCOM + Generated Data(10k Samples) Sharif et al. [10] 6.77
UCOM + Generated Data(10k Samples)|Proposed Model 6.15

are also in line with those obtained from training a model from scratch using
only the UCOM database, as shown in Table 3. This highlights the potential
of transfer learning in handwriting generation tasks when the training data is
limited.

5.4 Improvement in OCR performance with generated data

Our proposed approach was comprehensively compared to the recent state-of-
the-art in Urdu handwriting generation proposed by Sharif et al. [10]. The re-
sults, presented in Table 4, indicate that training with the generated samples
from our proposed approach resulted in a reduction of the Character Error Rate
(CER) from 7.12 to 6.15, compared to the CER of 6.77 from the previous ap-
proach. This improvement can be attributed to the better and content-controlled
generation of ligatures through our proposed approach, as opposed to the uncon-
trolled generation in the previous approaches, which required manual labeling
or separation of ligatures. The presence of annotated samples allows for more
effective and faster training and improvement of our OCR.

6 CONCLUSION

In this study, a GAN-based model was proposed to generate handwriting samples
with improved quality. The model uses a pre-trained recognition network and
was trained on two datasets. The model was found to produce content-controlled
samples with quality comparable to recent approaches.

The proposed model also demonstrated the potential for transfer learning
in handwriting generation by utilizing rendered data. While the model showed
slightly higher FID scores and limited variation in ligature formation, it indicates
that incorporating a larger dataset of real handwriting data with the rendered
data could lead to improved results. This study lays the foundation for further
research in the direction that it can be extended to generate words and sentences
dynamically. Supplementing GANs with language models instead of the simple
embedding layer can enhance text image generation by leveraging the combined
capabilities of language understanding and receptive power to improve ligature
formation.
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