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Abstract. This research aims for investigation of workers in an industrial
environment and can be used as an alternate for monitoring an attention of
operator in real-time. Detection of attentiveness and non-attentiveness of people
working in an industry could help to identify the weaknesses and strengths of
any industrial organization. Human factor is the main and the most critical part
of any industrial organization. As a special case, we have established how to
detect student attention in the classroom using deep learning techniques along
with computer vision. Convolutional Neural Network (CNN) and Long Short-
Term Memory (LSTM) are used to extract the percentage of attentiveness and
non-attentiveness of students based on the student emotions in the classroom.
We used the FER-2013 data set for this paper. As per the study, human has finite
number of emotions. So, it is easy if we include some emotions in an attentive
(Happy, Anger, Surprised and Neutral) domain and some emotions in non-
attentive (Sad, Fear and Disgust) domain. This will help the teacher in a way that
he can easily evaluate his class attentiveness. On another side, it is also the
evaluation of the teacher’s teaching methodology because if the students are
engaged in his lecture it means his teaching methodology is good and if most of
the students are not engaged then the teacher needs to revise his methodology of
teaching in order to engage his class during the lecture.

Keywords: Human emotions detection + Emotion + LSTM - CNN - Computer
Vision - Deep Neural Networks - Attention detection

1 Introduction

Technology has proven its importance in the field of Education. As the advancement in
the technology, people always say that it’s mandatory to integrate technology in the
classrooms. Technology has a great impact during the learning of student. Students can
use iPad, smart devices and laptops during their lectures instead of bringing a bag full
of books and notebooks. Since the last decade, Machine Learning, Computer Vision
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and Artificial Intelligence has totally changed the perception of the technology geeks.
Things that were once just an idea are now being developed. Like Siri by Apple,
Google Assistant, Amazon Echo and many more devices and application which are
built on the concepts of Machine Learning and Artificial Intelligence.

Student’s attention plays an important key role towards learning. If student is
attentive in the lecture, he will learn more of the content and understand the content.
Students who are attentive make a psychological deal in learning and they try to
understand and learn what they study during lecture [1, 2].

Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM)
network has been used to check the student attention in the classroom with the better
accuracy. We have used state of the art dataset which is FER2013 [3] to detect the
attentiveness of student through the facial emotions.

2 Literature Review

Attention and behavior of a student are the main and foremost part while attending a
lecture. When the student is studying his behavior matters a lot because he must give
proper attention to the specific subject.

2.1 Image Classification

Image classification is defined as, “A process that is used to classify an image based on
its content or the visual appearance.” The behavior of a student could be judged using
the image classification techniques [13]. Image classification could be helpful in any
domain of detection [10, 12]. If a student is attentive, he will put most of his effort to
study and understand the subject more clearly. On the other side, if the student is not
engaged most of the time, he gets himself busy in different things [4].

2.2 Neural Networks

A neural network is a set of algorithms that are capable of recognizing patterns and are
inspired from human brain. The basic structure of a neural network is that it takes an
input and applies certain mathematical operations on it and generates an output of a
system. The layers on which the mathematical operations are applied is known as
hidden layer. There are multiple type of neural networks but the approach we have used
is Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM).

2.2.1 Convolutional Neural Network (CNN)

Convolutional Neural Network (CNN) is deep learning algorithm that is used to pro-
cess visual imagery. The application scope of CNN covers medical image analysis,
image and video recognition, and natural language processing [14, 15] etc.

2.2.2 Long Short-Term Memory (LSTM)
LSTM is a type of neural network that is capable of learning an order dependence in
sequence order prediction. LSTMs are quite difficult to get hands around and are
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complex area of deep learning [16]. The application scope of LSTM covers speech
recognition, handwriting recognition, and machine translation [17, 18] etc.

2.3 Student’s Engagement

Student engagement is the involvement of student throughout the environment of
learning [5]. According to the Skinner and Pitzer, Student Engagement in classroom
has been divided in four types:

Behavioral engagement
Emotional engagement
Cognitive engagement
Psychological engagement [6]

2.4 Traditional Solution

According to the Hobsons Mission Statement, the traditional solutions are to:

e Ask student about their opinion and act on that opinion
e Give them a chance to discover themselves
e Appreciate the student on their achievement and engage them socially [7]

2.5 Technological Solutions

2.5.1 Kinect
In the study of Janez Zaletelj and Andrej Kosir, Kinect has been used for the automated
detection of student attention in the classroom using Machine Learning. They took data
set of the undergraduate class of the university. Moreover, they wrote an algorithm that
was used to detect the students’ attention in classroom.

Kinect features of automated attention estimation are from:

e Kinect signal preprocessing
Inter-person normalization and smoothing
Computed feature set for attention estimation
— Upper body posture
— Face gaze point
— Facial features
Classifiers for attention estimation
Training datasets and data splitting [8]

2.5.2 Eye Tracker

According to Narayanan Veliyath et al., the learning process is not only determined by
what the instructor teaches, but the main aspect is how student grasp that information.
The student who is attentive will obtain more knowledge then the student who is bored
and frustrated during a lecture [9].
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3 Methodology

Two types of neural network have been used to detect the attention of students in the
classroom. One is Convolutional Neural Network (CNN) and other is Long Short-Term
Memory (LSTM) on the FER-2013 dataset. LSTM is a variant of neural networks that
has proven its importance in the technological applications which require sequence
learning, such as human action recognition, handwriting recognition and time series
prediction [11].

3.1 Dataset

FER-2013 is state of the art dataset for facial emotions. Dataset includes 35888 raw
images for both single and multi-face. 28710 images are used for training and 7178
images are used for validation. It has 7 emotions (Happy, Anger, Surprised, Neutral,
Sad, Fear and Disgust) in it. We distribute the 7 emotions in 2 classes which are
“Attentive” and “Non-Attentive”. The emotions include in attentive class are Happy,
Anger, Surprised and Neutral. On the other hand, the remaining emotions are included
in the non-attentive class which are Sad, Fear and Disgust.

3.2 Attention Detection Using Convolutional Neural Network

In this neural network, we trained the model on 6 network layers with a dropout 0.2,
activation function is “relu” while on the last layer we used “softmax” as an activation
function, optimizer is “adam” and loss function is “categorical cross entropy”. We have
trained our model on 30 epochs with a batch size of 64.

3.3 Attention Detection Using Long Short-Term Memory

In the long short-term memory neural network, the model is based on 14 network
layers with an activation function “relu” while on the last layer we used “softmax” as
an activation function, optimizer is “adamax” and loss function is “categorical
crossentropy”. We have trained our model on 5 folds, each fold has 40 epochs with a
64-batch size.

4 Results

4.1 Attention Detection Using Convolutional Neural Network

After training of the model on FER-2013 dataset the training accuracy is 0.9825 and
the validation accuracy is 0.7623 (Fig. 1).

4.2 Attention Detection Using Long Short-Term Memory

After training of the model on FER-2013 dataset the training accuracy is 0.9940 and
the validation accuracy is 0.7136 (Figs. 2 and 3).
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4.3 Comparison of Results Between CNN and LSTM

After the compilation of results for both Convolutional Neural Network (CNN) and
Long Short-Term Memory (LSTM), it can clearly be seen that the calculated results of
CNN are much better than the LSTM.

For better results on this dataset FER-2013 through CNN and LSTM, we have
increased and decreased the number of layers and have used different activation
functions and loss functions. The above functions that we have discussed in method-
ology gave us better results for both CNN and LSTM.

5 Conclusion

The purpose of this study is to detect the attention of students in classroom based on the
emotions. We have used FER-2013 dataset because we found it the best suitable dataset
available for our study. Through this model, teachers can easily evaluate their teaching
pedagogy and the attention of their students during the lecture. For getting better
accuracy of this model, we can add more images in FER-2013 dataset or by creating a
customized dataset for emotions with high definition image samples. For future
researchers, it is suggested to carry out the same study in any kind of industry as the
attentiveness and non-attentiveness of employees during work could help to identify
the weaknesses and strengths of an organization.
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