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Dense 3D Face Correspondence

Syed Zulgarnain Gilani*”, Ajmal Mian, Faisal Shafait, and lan Reid

Abstract—We present an algorithm that automatically establishes dense correspondences between a large number of 3D faces.
Starting from automatically detected sparse correspondences on the outer boundary of 3D faces, the algorithm triangulates existing
correspondences and expands them iteratively by matching points of distinctive surface curvature along the triangle edges. After
exhausting keypoint matches, further correspondences are established by generating evenly distributed points within triangles by
evolving level set geodesic curves from the centroids of large triangles. A deformable model (K3DM) is constructed from the dense
corresponded faces and an algorithm is proposed for morphing the K3DM to fit unseen faces. This algorithm iterates between rigid
alignment of an unseen face followed by regularized morphing of the deformable model. We have extensively evaluated the proposed
algorithms on synthetic data and real 3D faces from the FRGCv2, Bosphorus, BUSDFE and UND Ear databases using quantitative and
qualitative benchmarks. Our algorithm achieved dense correspondences with a mean localisation error of 1.28 mm on synthetic faces
and detected 14 anthropometric landmarks on unseen real faces from the FRGCv2 database with 3 mm precision. Furthermore, our
deformable model fitting algorithm achieved 98.5 percent face recognition accuracy on the FRGCv2 and 98.6 percent on Bosphorus
database. Our dense model is also able to generalize to unseen datasets.

Index Terms—Dense correspondence, 3D face, morphing, keypoint detection, level sets, geodesic curves, deformable model
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INTRODUCTION

NE of the canonical tasks in shape analysis is to find a
meaningful mapping between two or more shapes [1].
The process, called shape correspondence, is a pre-requisite
for many computer vision, computer graphics and medical
image analysis applications. The requisite density of corre-
spondence is often dictated by the underlying shape and tar-
get application. Sometimes, sparse correspondence is
sufficient to infer shape semantics by matching representative
points, for example the four corners of a rectangle or emblem-
atic points on key joints of a human body. However, sparse
correspondence is often inadequate in case of articulated
shapes [2], [3] where parts of the shape can bend indepen-
dently or in the correspondence of anatomical shapes which
can deform in an elastic manner [4]. In such circumstances,
dense correspondence is required to guarantee representation
of global shape changes, for instance in case of morphing or
attribute transfer. Furthermore, very subtle changes within a
class of shapes can be detected only if the correspondence
between these shapes is dense [6].
In this paper we are concerned with the task of finding
dense correspondences between a very large number of simi-
lar shapes; in our case 3D scans of human faces. We do so
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because this further enables us to generate highly accurate 3D
morphable models that can be used for information transfer
between the training set and a test face or between two test
faces by morphing the 3D model to fit the test face(s). For
example, given the location of anthropometric landmarks [7]
on the 3D morphable model, these landmarks can be automat-
ically localized on previously unseen test faces [8]. Further-
more, dense correspondences and morphable models can be
used for 3D face recognition [9], [10]. Other applications
include facial morphometric measurements such as gender
scoring [5] and asymmetry for syndrome diagnosis [6], statis-
tical shape modelling [11], [12], shape interpolation [13], non-
rigid shape registration [3], [14], [15], deformation analy-
sis [16] and recognition [17], [18], [19].

While it is possible to manually annotate a small number
(~30) of correspondences for a few 3D faces, it is not feasible
to manually identify dense correspondences (~6,000)
between hundreds of 3D faces. The literature also proposes
computing dense correspondence by extending manually
annotated sparse ones [9], [20]. However, with the advent of
huge 3D face databases like the Facebase Consortium [21] or
Raine dataset [22], [23], this strategy too has become impracti-
cal and calls for fully automatic algorithms. Automatically
establishing dense correspondences between the 3D faces of
two different persons is an extremely challenging task
because the facial shape varies significantly amongst individ-
uals depending on their identity, gender, ethnicity and age [7]
as well as their facial expression and pose. The problem of
dense 3D point-to-point correspondences can be formulated
as follows. Given a set of N 3D faces, F; = [z,,1,,2)]
j=1,...,N,p=1,..., P;,theaim s to establish a dense bijec-
tive mapping f:F, — F;(i#j) over k vertices where
1 < < k < min(P;, P;). Correspondences should cover all
regions of the face for high fidelity and should follow the
same triangulation for shape consistency.
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Existing dense correspondence techniques have one or
more of the following limitations: (1) They need manually
annotated landmarks on 3D faces for initialization. (2) They
use image texture matching to find 3D shape correspon-
dence. (3) They correspond all faces to a single reference face
neglecting the global proximity of the 3D faces. (4) They
have not been tested on complete benchmark databases such
as the FRGCv2 [24] or Bosphorus [25] datasets for face recog-
nition and landmark identification. (5) They have no explicit
mechanism of updating the dense correspondence model.

In this context, we propose a fully automatic algorithm
for establishing dense correspondences simultaneously
between a large number of 3D faces. Our algorithm does
not require any manual intervention and relies solely on 3D
shape matching to encode accurate facial morphology. We
organize the 3D faces into a minimum spanning tree based
on bending energy required to deform one shape into the
other so that correspondences can be propagated in a reli-
able way. We propose a mechanism for automatic initializa-
tion of a sparse set of correspondences on the outer
boundary of the 3D faces. We form a triangulation of these
correspondences, and iteratively add to the set of points by
matching points of distinctive surface curvature along (and
close to) the triangulated edges. After exhausting the possi-
bilities for such matches, we further expand the set of
matches by generating points distributed evenly within tri-
angles by evolving level set geodesic curves from the cent-
roids of large triangles. The outcome of our algorithm is a
Keypoint-based 3D Deformable Model (K3DM).

Our second major contribution is a deformable model fit-
ting algorithm where K3DM is used to morph into unseen
query faces. Starting from the mean face, the fitting algo-
rithm iterates between two steps. The query face is trans-
formed rigidly to align with the model and the model is
deformed using regularized least squares to fit the query
face. This algorithm converges in a few iterations and is
robust to noise, outlier points, missing points, pose and
expression variations.

Our final contribution is an algorithm for augmenting the
K3DM. Given the K3DM and a new batch of M faces, we
construct a minimum spanning tree using the nearest face
to the K3DM as the root node. The K3DM is augmented by
adding one face at a time, starting with the root node, and
each time updating the model and deforming the updated
model to better fit the next face in the spanning tree.

Evaluating dense correspondence techniques is challeng-
ing due to the inherent difficulty of obtaining ground-truth
data. In the existing literature, evaluations have mostly
been performed on a sparse set of anthropometric facial
landmarks [26], [27], [28] since these can be manually
labelled. However, evaluation on only a few (< 20) anthro-
pometric points does not show how well dense correspond-
ences have generalized to the whole face. Thus, subjective
evaluations are frequently performed [29] by visually
inspecting the quality of morphing between faces [4], [30].
In this paper, we show how synthetic 3D faces (Facegen
Modeller) can be used to quantitatively evaluate dense cor-
respondences on a large set of points (> 1,000). Using the
presented deformable face model, we perform extensive
experiments for landmark localization (Section 6.1) and
face recognition (Section 6.2) using real faces from the
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FRGCv2 [24] and BU3DFE [31] databases. Results show
that our algorithm outperforms state-of-the-art application-
specific algorithms in each of these areas.

2 RELATED WORK

Existing 3D correspondence techniques can be grouped into
descriptor based, model based and optimization based [1].

Descriptor Based Techniques. These techniques match local
3D point signatures derived from the curvatures, shape
index and normals. However, they are often highly sensitive
to surface noise and sampling density [33] of the underlying
geometry [34]. More significantly for our purpose, the den-
sity of corresponding points is typically low resulting in cor-
respondences between a very sparse set of anthropometric
landmarks.

One of the earliest works, in this category, for establishing
dense correspondence was proposed by Sun and Abidi [30],
[32] who projected geodesic contours around a 3D facial
point onto their tangential plane and used them as features
to match two surfaces. The approach, with minor modifica-
tions, was employed by Salazar et al. [35] to establish point
correspondence on 3D faces in BU3DFE database. Lu and
Jain [36] presented a multimodal approach for facial feature
extraction. Using a face landmark model, the authors
detected seven corresponding points on 3D faces using
shape index from range images and cornerness from inten-
sity images. Segundo et al. [37] combined surface curvature
and depth relief curves for landmark detection in 3D faces of
the FRGCv2 and BU3DEFE databases. They extracted features
from the mean and Gaussian curvatures for detecting five
landmarks in the nose and eye (high curvature) regions.

Creusot et al. [27] presented a machine learning approach
to detect 14 corresponding landmarks on 3D faces. They
trained multiple LDA classifiers on a set of 200 faces and a
landmark model using a myriad of local descriptors. Each
landmark detection was treated as a two class classification
problem and the final results were fused. This method works
well for neutral expression faces of the FRGCv2 and Bospho-
rus databases. Perakis et al. [26] proposed a method to detect
landmarks under large pose variations using a statistical
Facial Landmark Model (FLM) for the full face and another
two FLMs for profile views of the face. Keypoints are
detected using Shape Index and Spin Images and then
matched on the basis of minimum combined normalized Pro-
crustes and Spin Image similarity distance from all three
FLMs. This method was used to detect eight correspondences
in the FRGCv2 and UND Ear databases. Later, the authors
proposed a technique [38] for fusing features from 2D and 3D
data to detect these landmarks with better accuracy than [26].

Some methods have also been proposed for generating
sparse correspondence for 3D face recognition [44], [45], [46],
[47]. However, these methods are based on keypoint corre-
spondences that are repeatable only on the same identity.

Model Based Techniques. These approaches create a
morphable model using a sparse set of correspondences
and then extend them to dense correspondences.

Employing a Point Distribution Model coupled with 3D
point signature detection, Nair and Cavallaro [8] estimated
the location of 49 corresponding landmarks on faces. They
tested their algorithm on 2,350 faces of the BU3DEFE [31]



1586

database and reported a rather high mean landmark locali-
zation error.

Blanz and Vetter [29] proposed a dense correspondence
algorithm using optical flow on the texture and the 3D cylin-
drical coordinates of the face points assuming that the faces
are spatially aligned. They constructed a 3D morphable face
model from 100 male and female faces each. An arbitrary
face was chosen as a reference and the remaining scans were
registered to it by iterating between optical flow based corre-
spondence and morphable model fitting. One potential pit-
fall of the texture based dense correspondence [29] is that
facial texture is not always consistent with the underlying
3D facial morphology, e.g., the shape and location of eye-
brows. Moreover, this algorithm requires seven manually
annotated facial landmarks for initialization. Later, in [9],
[39] the authors used the 3D morphable model for face recog-
nition. Experiments were performed on only 150 pairs of 3D
faces [39] from FRGCv2 database, although the total number
of scans in the database are 4,007. The seminal work of Blanz
and Vetter [29] was extended by Paysan et al. [40] in the Basel
Face Model (BFM) which used an improved mesh registra-
tion algorithm [41]. The authors have made their dense corre-
spondence model publicly available which has enabled us to
draw comparisons with their model.

Passalis et al. [42] proposed an Annotated Face Model
(AFM) based on an average facial 3D mesh. The model was
created by manually annotating a sparse set of anthropo-
metric landmarks [7] on 3D face scans and then segmenting
it into different annotated areas. Later, Kakadiaris et al. [43]
proposed elastic registration using this AFM by shifting the
manually annotated facial points according to elastic con-
straints to match the corresponding points of 3D target
models in the gallery. Face recognition was performed by
comparing the wavelet coefficients of the deformed images
obtained from morphing. Passalis et al. [18] further
improved the AFM by incorporating facial symmetry to
perform pose invariant face recognition. However, the algo-
rithm depends on detection of at least five facial landmarks
on a side pose scan.

Level set curves were evolved in [28] to automatically
extract seed points and correspondences were established
by minimizing the bending energy between patches around
seed points of different faces. A morphable model based on
the dense corresponding points was then fitted to unseen
query faces for transfer of correspondences. The accuracy of
landmark localization in this method depends on the num-
ber and accuracy of initial seed points.

Optimization Based Techniques. These methods optimize
an objective function to find a mapping between fiducial
points. Non-rigid ICP (NICP) is one such technique which
formulates deformable registration as an optimization prob-
lem consisting of a mesh smoothness term and several data
fitting terms [41], [78]. These algorithms require accurate
global initialization points ranging from 14 points [41] to 68
points [77]. These points are either manually annotated [29],
[41] or detected automatically using texture [77]. An exten-
sion to this method removes the need for fiducial points but
assumes a partial overlap of facial regions [78], [79]. The
alignment between two faces is performed with a global
rigid transformation followed by per-vertex affine transfor-
mations that bring the non-rigid shapes into full alignment.
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Fig. 1. Block diagram of the presented dense 3D face correspondence
algorithm.

Such methods are more suited for time varying deforma-
tions of the same identity and often do not result in a bijec-
tive (one-to-one) mapping of the vertices. Booth et al. [77]
constructed a dense correspondence model of several faces
from a propriety dataset by registering the scans to a tem-
plate mesh using NICP algorithm [41] initialized by 68 fidu-
cial landmarks detected using texture. Bolkart et al. [80]
presented dense correspondence as an optimization prob-
lem and used the Minimum Description Length (MDL) [11]
as the objective function. The authors of methods that are
based on NICP [40], [41], [77], [78], [79] or other alternative
optimization techniques [80] have not reported facial land-
mark localization results. Hence, it is difficult to perform a
direct objective comparison with these methods.

3 DENSE 3D FACE CORRESPONDENCE

The overall idea of our system for dense correspondence
between 3D face scans, is to begin with a set of automati-
cally extracted seed points that represent points matched
across all faces in the dataset, and gradually densify the set
of matches. Fig. 1 depicts the overall flow of our system.
Here we give an overview of how this proceeds, and then
expand the details in the sections below.

We first organize the faces into a tree (Section 3.1) based on
similarity. We then seek a set of reliable seed matches
(Section 3.2) from which to begin an iterative densification
process. Each iteration of the densification process
(Section 3.3) begins by selecting the current best set of
matches (comprising n, of the full set of n matches) and form-
ing a triangulation of these points. Taking each edge of
the resulting triangulation in turn, we extract a narrow patch
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Fig. 2. The directed graph G' = (V,, E,) (Left) and the Minimum Spanning
Tree (MST) II = (V;, E;) (Right) constructed from five example images of
FRGCv2.

centered on the edge from a pair of faces that are adjacent
in the tree. For each of these patches we find points of dis-
tinctive curvature (Section 3.4) - these will be new candi-
date matches, or keypoints - and compute a 38-dimensional
descriptor of the local surface around each keypoint. Using
constrained nearest neighbor we then determine points
that match well between the pair of patches (i.e., their
descriptors match and they are within a proximity thresh-
old in the patch). We repeat this process for all parent/
child pairs throughout the tree, and eliminate all keypoints
that are not consistently matched throughout the tree. The
remaining keypoints that are successfully matched across
all faces in the dataset are added to the current set of
matches. At the end of one iteration, when we have cycled
through all the triangulated edges, we choose a new best
set of n, matches and repeat the process.

Once the search for keypoints is exhausted, further corre-
spondences on facial areas devoid of discriminative points
are established by first evolving level set curves and sam-
pling equidistant vertices (See Section 3.6). Feature vectors
of these vertices on the reference face are then matched with
the remaining faces to establish correspondence as previ-
ously stated.

The outcome of this process is a set of densely corre-
sponding 3D faces which we call the Keypoint-based 3D
Deformable Model (K3DM).

3.1 Preprocessing and Organizing Faces
The nose tip of a 3D face is detected automatically following
Mian et al. [67]. Centering a sphere at the nose tip , the face
is cropped. The pose of the 3D face is iteratively corrected to
a canonical form using the Hotelling transform [53]. Next,
holes are filled and noise is removed using the gridfit algo-
rithm [76].

Next, we pre-organise the face dataset into a graph (in fact,
a tree) in which similar faces are “close” to one another. Let
G = (Vy, E,) be a directed graph where each node V, is a 3D
face F from the dataset and each edge F, connects two nodes
(vi,v;) of the graph. Each edge of the graph has weight w

IBLJ + ﬂ]t

5 @

w(v;, vj) =

where B;; is the amount of bending energy required to

deform face Fj to Fj and is measured using the 2D thin-plate
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Fig. 3. (a) Vertices of the 2D-convex hull of the projection. (b) Points
sampled at angular intervals of /36. (c) Initial sparse correspondence
projected on four identities of the FRGCv2 dataset.

spline model [48]. Note that g;; # 8;; and B;; = 0. Since, the
faces are already roughly aligned, their nearest neighbor
points are taken as approximate correspondences for the
purpose of calculating the bending energy. From G, we con-
struct a minimum spanning tree Il = (V;, E;) using
Kruskal’s algorithm. The node with the maximum number
of children is taken as the root node.

The purpose of this pre-organisation is to increase the
likelihood of finding point matches between pairs of faces.
A naive approach would be to arbitrarily choose a single (or
average) face as reference and find its correspondences to
others in the dataset. But such an approach ignores the
proximity between the face instances and the global infor-
mation underlying the population. The process and a sam-
ple graph are shown in Fig. 2.

3.2 Sparse Correspondence Initialization

We initialize the correspondences by first automatically
establishing a sparse set of seed points. We restrict these
seed points to those that lie on the roughly ellipse-shaped
2D convex hull of the face, i.e., the 2D-hull when the 3D
mesh is projected into the  —y plane. We sample these
points at regular angular intervals of §=/36 (see
Fig. 3), where the angle § is measured at the nose tip.
There is of course no guarantee that in the finite resolu-
tion mesh of the face there will be a point at an exact
multiple of 7/36, but for each face we choose the nearest
point. This yields a set of 72 3D seed points for each 3D
face in the dataset which are used in the first iteration of
the triangulation and densification process, as described
in the next section.

3.3 Triangulation and Geodesic Patch Extraction
The main part of our algorithm is an iteration that takes the
best set of matches that have been established to date, and
grows the number of correspondences. For the first itera-
tion, we use the sparse set of correspondences established
as in the previous section, while for subsequent iterations
we determine the best set of n, matches from the full set of
n matches as described in Section 3.5.

In each iteration, given n, correspondences between N
faces, we perform a 2D Delaunay triangulation of the mean
2 — y locations of the n, current best matches. This triangu-
lation is then used consistently across all faces. We then
pick a pair of parent/child nodes from the Minimum Span-
ning Tree II, F; and F;. For both faces in the pair, we extract



1588
20|
25
=30 -
35
°°q‘°\.
40 ?_f b
o 9'-. '
e
15 0 35
30
25 o A5 10
(b)

Fig. 4. lllustration of geodesic patch extraction. (a) Two 3D faces with tri-
angulation over a few corresponding points from the 2" iteration. Geo-
desic surface patch is extracted between two sample points shown in
red colour. (b) Pointclouds of the geodesic surface patches before and
after registration.

a narrow surface patch S = {[:z:,;,yi,z,;]T,i =1,...,m} CF,
centered on a geodesic curve defined by each triangle
edge (see Fig. 4). For the sake of simplicity we call this a geo-
desic patch.

The (projected) length of the patch is the same as the
length of the edge. The “narrow” width is set with reference
to the scale of the original face mesh resolution. More specif-
ically, we set the width to be 50 where p is the average
mesh-edge length in the vicinity of the endpoint of the edge
(note that here the mesh-edges refer to the edges in the orig-
inal dataset, not the edges of the triangulation used for the
densification). This makes the extraction of the geodesic
patch scale invariant. The values of p for real 3D faces cap-
tured with the Minolta or the 3dMDface scanners typically
range from 1-3 mm.

Finally, we bring the patches S;,S; into approximate
alignment using non-rigid registration [49], [50]. The pro-
cess is shown in Fig. 4.

3.4 Keypoint Detection on Geodesic Patches

Our aim now is to establish accurate correspondences
between a patch on one face S; and its corresponding patch
on the other face S;. We do this in a fairly standard manner
by finding distinctive keypoints, generating a descriptor of
the local surface around each point, and establishing
matches between points on each patch whose descriptors
are sufficiently close.

More specifically, to find keypoints we consider the sur-
face distinctiveness at each point in the patch. We do so by
calculating the covariance of all the points within a neigh-
borhood of 5p of the current point, and marking as key-
points any points for which the ratio of the largest two
eigenvalues of the covariance exceeds a threshold. Note that
if the neighborhood is uniform these eigenvalues will be
equal, and therefore the point is unsuitable as a keypoint.

Fig. 5 shows keypoints detected by our algorithm in the
tenth iteration on four different identities of the FRGCv2
database.

We use the keypoints detected on surface patch S; for
feature extraction and matching only if an adequate number
of keypoints are detected (we use a minimum of three), oth-
erwise, S; is not considered to be sufficiently descriptive
and the matches are not sought within the patch.

IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 40,

NO.7, JULY 2018

Fig. 5. lllustration of keypoints (not corresponding points) detected along
geodesic patches in the tenth iteration of our algorithm. Notice the
repeatability of keypoints across the identities.

3.5 Feature Extraction and Matching

We denote by ¥; = [mi,yi,zi]T,i =1,...,ny the set of key-
points detected on the surface S;, where ny is the number
of keypoints (likewise for ¥}). For each keypoint we extract
a feature vectors x which describe the local surface (within
5p) using a set of 3D signature and histogram based descrip-
tors. These descriptors have been widely used in the litera-
ture [27], [51], [52] for automatic object recognition and for
landmark detection. We use a combination of many descrip-
tors since the surface patch is quite small and a single
descriptor may not capture sufficient information. The list
of descriptors is given below:

The spatial location [z;, y;, zi]T.
The surface normal [n,, n,, n.] .
The seven invariant moments [53] of the 3 x 3 histo-
grams of the XY, YZ and XZ planes.
e The central moment w,,, of order m + n of the histo-
gram matrix H
v @
MT?LTL = Z
=1

K3

(i —0)"(j — 7)"H(, ), 2

j=

where ¢ is the total number of points in H,
i=31 Zf:l H(i,j) and j = >, Z(;:l JH@, ).
e The mean of the two principle curvatures k; and k»
calculated at each point on the extracted local surface
The Gaussian Curvature K = ki ky
The Mean Curvature H = @
e The Shape Index. We use two variants of the shape
index which vary from 0 to 1 and -1 to 1

respectively,
Sy = % — %arctanﬁﬁll‘fg , 0<s,<1land
sp = %arctan::ifzz, —1<s <1.

k2 +k3
The Curvedness ¢ = \/-5=2

o
e The Log-Curvedness

a =2logy/ k%;kg,

e The Willmore Energy ¢, = H? — K,

e The Shape Curvedness ¢, = s3.¢;

e The Log Difference Map m; = In(K — H + 1).

Using these descriptors, the dimensionality of the final
feature vector x is 38. These features are extracted over a
small enough local surface centered at the keypoint such
that they are repeatable across identities. In contrast, the fea-
ture vector extracted by Mian et al. [44], [54] takes the range
values of a larger surface (typically 20 mm radius) sur-
rounding each keypoint. Hence, their features are repeat-
able only over the same identity. One of the prerequisites of
the techniques that use depth values as features [44], [51],
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Fig. 6. The effect of correspondence quality threshold £, in the synthetic dataset in the first iteration. (Left) Graph of &, versus the mean and SD of
correspondence localization error. (Middle) &, versus the number of correspondences established. (Right) k, versus the maximum localization error.
For all our experiments we have set k, = 2p shown in the graphs in a magenta circle.

[52], [54] is to define a local reference frame for pose invari-
ant matching. In our case, the features are quasi pose invari-
ant and hence do not require a local reference frame. This is
because the pose of each training faces has been iteratively
corrected to a canonical form during preprocessing and the
features are extracted from a very small patch.

Next, we perform constrained-NN search between the
feature vectors x; from S; and x;, from S, such that the cor-
responding points lie within a proximity of 2p to each other,
and their matching score d(x;,x;) - taken to be Euclidean
distance between their feature descriptors - is less than a
threshold k,. The quality of correspondence varies directly
with k,. Higher values of k, will result in poor correspond-
ing points with large errors, whereas lower values of k, may
reject valid correspondences and hence adversely effect the
correspondence density. Fig. 6 shows the effect of k; on the
correspondence found in our experiments on the synthetic
dataset. As we increase the value of k,;, the mean localiza-
tion error and its standard deviation (SD) increases. Fig. 7
shows the outcome of this step on two identities.

This process is repeated for all surface patches in a pair
of faces, and for all pairs of faces in the MST. Only points
that are matched throughout the MST in the pairwise
scheme are retained and these are added to the set of cor-
respondences obtained for the previous iteration. We then
select from the full set of correspondences those which
have the smallest matching score d(x;,x;). We denote the
number of selected correspondences by n, and use a value
of n, = 80 in our experiments. In order to adequately cover

Fig. 7. Correspondence established in 1st, 4th, 13th and 18th iteration of
our algorithm on the first two identities of FRGCv2. Notice how well the
points correspond across the identities.

the whole face for the subsequent iteration, we add
the original seed points to the n, points. Next, we obtain
a triangulation of these points on the mean face of the
dataset and extract geodesic surface patches as described
in Section 3.3, repeating the process.

3.6 Densifying Matches in Uniform Regions
Keypoints, by their very definition concentrate around
regions of high curvature/discrimination, such as the
mouth, nose, and eyes. In this section we describe how we
establish correspondences in more uniform regions where
keypoints cannot be found. A simple approach to establish
dense correspondence in these areas would be to sample
them uniformly within triangles of the Delaunay triangula-
tion. This approach has been used in 2D by Munsell
et al. [55] who pre-organized the shape instances based on a
similarity measure and then established correspondence
between pairs of shapes by mapping the points from the
source instance to the target instance after minimizing a
bending energy. However, a uniform sampling in the trian-
gle only results in uniform sampling on the face in planar
regions. Instead, we adopt a sampling strategy that respects
the underlying surface distances (geodesics) on each face.
After triangulation of the final set of best quality corre-
sponding points, we select large triangles with area greater
than t,. We set t, to be the mean area of all triangles in the
connectivity, an effective and expeditious choice. From the
centroid of each triangle, we evolve a level-set curve, in
which the front speed is set to be uniform along a (radial)
geodesic. For convenience we refer to these curves as “level-
set geodesics”. We follow the Fast Marching Method [56]
and use the implementation given by Peyre [57]. We then
sample the points along the curve at regular intervals to
ensure equidistant points (see Fig. 8). Because the evolution

Fig. 8. Correspondence establishment on smooth surfaces. Two faces
from an ordered pair with triangulation over n, best quality corresponding
points. Blue dots indicate the centroids of large triangles. Level set based
evolution of geodesic curves for the two sample triangles, magnified on
the right.
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speed of the curve is uniform along geodesics, we obtain
a uniform sampling on the surface; this is in contrast to
uniform sampling within the triangle which would not nec-
essarily be uniform on the surface itself. Although these
points are not keypoints, they are repeatable on all 3D faces
across identities because they are extracted from triangles
whose vertices are corresponding to each other across the
dataset. Furthermore, these points are extracted at equal
intervals over a small region which is smooth.

Given this set of points sampled uniformly on the sur-
face, we extract feature vectors and perform pairwise
matching as before. Points whose feature vectors are close
enough are retained as matches, with the rest discarded.
This is not an iterative process and points are sampled only
once from each triangle meeting the threshold criterion.
Fig. 8 visually illustrates the process.

An alternative method for densifying the matches in the
uniform regions could be to register the source and target
faces using the NICP algorithm [41], [78] initialized by the
correspondences established in the previous section. Once
the target face has deformed to the source face, densification
of correspondences is achieved by mapping the vertices in
uniform regions of the source face to that of the target face.
This approach requires tweaking the NICP parameters and
the iterative optimization process for non-rigid face defor-
mation tends to be computationally expensive. Our results
in Section 6.1 also show that our feature matching approach
achieves higher accuracy and therefore, we use this
approach for the remaining part of the paper.

4 K3DM FITTING AND AUGMENTATION

The output of the dense correspondence algorithm is the set of
N densely corresponding 3D faces F;. Our objective now is to
develop a compact deformable model based on these densely
corresponding faces. To do so we take a standard PCA-based
approach, and we call the result our Keypoint-based 3D
deformable model. More formally, let T = [E , ¥27 ce AfVN, I,
,yp,zl,...7zp]T and p=1,...,P.
The row mean p~ of the KBDM is given by,

where f = [z1,...,2), 01, ...

1

The row-normalized model ,, = T — py can be modelled
by a multivariate Gaussian distribution and its eigenvalue
decomposition is given by,

usv? =1,,, (4)

where US are the principal components (PCs), the columns
of V' are their corresponding loadings, and S is a diagonal
matrix of eigenvalues. We use only the first n columns of U
which correspond to 98 percent of the energy.

We propose to deform the statistical model given in (4)
into a query face Q in a two step iterative process, i.e., regis-
tration and morphing. Algorithm 1 gives the details of fit-
ting the deformable model to a query face. Note that we use
Q and M for the point clouds of the query face and model
and use q and m for their vectorized versions respectively.
The query face after vectorization can be parametrized by
the statistical model such that m’ = Ua’ + py, where the
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vector o contains the parameters which are used to vary
the shape of the model in the ith iteration and m’ is the vec-
torized form of the model representing the query face. In
the initialization step «' is set to zero and the deformable
model M’ is characterized by the mean face of the K3DM.
Each iteration begins with a registration step where the
input face Q is registered to the model M'. This step essen-
tially entails finding an approximate correspondence
between the model and the query face and a rigid transfor-
mation. Correspondence is established by searching for the
Nearest Neighbor (NN) of each point of M’ in Q using the
k-d tree data structure [58]. Let d represent the NN euclid-
ean distance between the corresponded query face and the
model such that d; = [|Q;" — M;||2 We define outliers as
points on Q whose NN distance with M’ is greater than a
threshold ¢. where . = d + 30, and exclude them from reg-
istration. This step ensures that the outliers do not affect the
registration process. Next, the query face is translated to the
mean of the model and is rotated to align with M'. We
denote the corresponded and registered query face by Q,.

In the next step, the model M' is deformed to fit the regis-
tered query face Q, such that,

@' < min||U'e’ + py — q, |, +Ale’ — o', (5)
al

andm’ = U&' + py. The * denotes that only those points (rows
of U and ) are considered which satisfy the threshold ¢.. The
second term in (5) puts a constraint on deforming the model.
The applied condition is intuitive because we want to partially
deform the model in each iteration such that the model approx-
imates the query face in small steps. The iterative procedure is
terminated when the residual error |m’ — q, ||, < €. In all of
our experiments A was set to 0.8 and ¢; = 10~*. Fig. 9 shows
the K3DM fitting results on three datasets.

Algorithm 1. K3DM Fitting

Require: T,,, = ﬁl,?27 ... 7fN] — py and Query Face
Q = [z}, yp, zp}T wherep=1,...,P,.
Initialization:
1: Tteration: i =0and ¢’ =1
:usvl =71,
ca'=0and m' = U + py
: while e’ > ¢; do
Update iteration: i = ¢ + 1
Q = Q<M (NN using k-d tree)
Q' ={Q[lQ" - M|, < d+ 304}
Q, = Q'R + t (Registration step)
9:  U*« {U]| rows of U correspond to Q)
10:  &'<ming, |[Ute’ + py — q, ||, + e’ — a7,
11: m'=Ua' + uy
12: Ei = Hmz - qr”2
13: end while
14: return Q,, @, m

PN D DERN

From a practical perspective, there is usually a need to
augment an existing dense correspondence model with new
3D faces. In the following, we present a K3DM augmenta-
tion algorithm to achieve this objective. Given the K3DM
and a batch of M new 3D faces, we compute the bending
energy required to deform the mean face of the K3DM to
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FRGCv2 Bosphorus 60° Side Pose

Fig. 9. K3DM fitting results on three datasets. The first scan for each
dataset is the raw input while the second scan is the fitted model. The 60
degree side pose scan has been rotated to highlight the partial data.

each of the new faces. This information is employed to orga-
nize the M faces in a Minimum Spanning Tree as outlined in
Section 3.1. Traversing from the root node (mean face), the
K3DM is morphed into each child node using the model fit-
ting procedure given in Algorithm 1. The resulting corre-
sponded 3D face of the input identity is added to the
K3DM. Algorithm 2 gives the details of our model augmen-
tation technique.

Algorithm 2. K3DM Augmentation
Require: YT = [?1,¥2,...,¥N] and a batch of input 3D faces

F]w = {fl,fg, A ,fﬂ/[}, M > 1.
Initialization:
1: Pre-organize the M faces in a Minimum Spanning Tree
Il = (V;, Ey)
2: for each 3D face f; in I do
3 f; = fit K3DM(Y, f;)
4. T:[fl,fg,...,f]\[,fi]
5:  Increment number of faces in the model
6 Ky = % 25:1 n
7: end for o _
8: return Y = [f1, fo, ..., fy40]

5 EXPERIMENTAL SETUP

We have carried out extensive experiments on synthetic and
real data. Below are the details of the datasets used, evalua-
tion criteria and the experiments performed.

5.1 Datasets Used

Our synthetic dataset consists of 100 3D faces generated
from the Facegen software." Facegen has been used by sci-
entists in the field of neuroscience and social cognition to
generate synthetic faces for replicating human stimuli [59],
[60]. The 100 faces are in perfect correspondence with each
other and hence provide the ground truth. Each face has
3,727 vertices and 7,179 triangles. For experiments on real
3D faces, we used the FRGCv2 [24], Bosphorus [25],
BU3DEFE [31] and side pose scans of the UND Ear database
Collections F [61] and G [62]. Some sample images and
details of these datasets are given in Fig. 10. The purpose of
using such diverse datasets was to evaluate the perfor-
mance of our proposed technique for partial data, occlusion,
expression and pose invariance.

5.2 Evaluation Criteria

Fig. 11 shows qualitative results of our dense correspon-
dence algorithm. The smooth transition between different
faces is indicative of accurate correspondences [4], [20]. We
have included a video of morphings in the supplementary

1. Singular Inversions, “Facegen Modeller”, www .facegen.com
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Dataset : FRGCV2
# Pers/Scans : 466/ 4007
Poses : Minor variation
Expressions : Mild to Extreme
Occlusions  : Nil
Dataset : Bosphorus
kil # Pers/Scans : 105/ 4666
] Poses : [-90°,4#90°] yaw, pitch
Expressions : 6 types
Occlusions  : Eye, mouth, glasses, hair
Dataset : BUIDFE
# Pers/Scans : 100/ 2500

Poses
Expressions
Occlusions

: Minor variation
: 6 types, 4 intensity levels
: Nil

T80 Dataset

J # Pers/Scans
Poses
Expressions
Occlusions

: UND Ear

1 205/ 410

: [-82°,+80°] yaw est
: Nil

+ Nil

Fig. 10. Sample images and details of our four experimental datasets.

material, which can be found on the Computer Society Digi-
tal Library at http://doi.ieeecomputersociety.org/10.1109/
TPAMI.2017.2725279.

Objective evaluation of dense correspondence algorithms
on real data is difficult due to the unavailability of the
ground-truth shape correspondences [63]. One solution is to
use synthetic data where correspondences are known a pri-
ori. We used the synthetic 3D face dataset as ground truth
for our evaluations. To the best of our knowledge, this is the
first time synthetic 3D face images have been used to evalu-
ate results of a dense correspondence algorithm in terms of
mean localization error of the correspondences. This dataset
and protocol was also used to evaluate the efficacy of indi-
vidual modules of our algorithm.

In the case of real data, the accuracy of the dense corre-
spondence can be measured together with the deformable
model fitting algorithm by measuring the accuracy of land-
mark localization and face recognition. Results are expected
to be better when the underlying models have accurate
dense correspondences. Hence, we used our dense corre-
spondence models and fitting algorithm in these applica-
tions and evaluated the results. In all tables, we have
highlighted the best and the second best result in that cate-
gory. Note that the main focus of this paper is to propose a
dense 3D face correspondence algorithm. Experiments on
landmark localization and face recognition have been car-
ried out to validate the accuracy of the correspondences.

We create separate dense correspondence models from
the FRGCv2, Bosphorus and BU3DFE datasets and denote

Fig. 11. Qualitative results of our dense correspondence algorithm on
the first three identities of FRGCv2. The first face in each row is the
source and the last face is the target.


http://doi.ieeecomputersociety.org/10.1109/TPAMI.2017.2725279
http://doi.ieeecomputersociety.org/10.1109/TPAMI.2017.2725279
www.facegen.com
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Fig. 12. Results of dense correspondence: (a-d) Cumulative localization error distribution plots on the Synthetic (2,246 vertices), FRGCv2 (14 land-

marks), Bosphorus (14 landmarks) and BU3DFE (12 landmarks) datasets.

them with K3DMpr, K3DMpy and K3DMpy respectively.
We compare our results to the Basel Face Model (BFM)
proposed by Paysan et al. [40]. We also establish dense cor-
respondence using our NICP variant for densifying the
initial keypoints based feature matches (see Section 3.6).
The algorithm is initialized by the correspondences found
in Section 3.5 and the variant is referred as K3DM-NICP.

6 RESULTS AND ANALYSIS

6.1 Landmark Localization

Synthetic Dataset. First, we present the evaluation of our
algorithm on synthetic data. We establish dense correspon-
dence on 100 synthetic 3D faces using our proposed algo-
rithm and report the mean and the standard deviation
(SD) of the localization error with respect to the ground
truth. The original synthetic dataset contains 3,727 vertices
for each 3D face. Our proposed method is successful in
establishing dense correspondence over 2,246 vertices (60
percent of the original) with a mean localization error of
1.28 mm and SD £2.2 mm. Correspondence within 10 mm
is established on 99.33 percent vertices. Fig. 12a shows a
plot of the cumulative distribution of correspondences
within a given error distance. We also establish dense cor-
respondence over 2,341 vertices of the synthetic dataset
using our K3DM-NICP variant (see Section 3.6). That
method results in a mean localization error of 1.30 mm
with £2.3 mm standard deviation.

To ascertain the contribution of different components, we
repeat our experiments by removing different components
(see Fig. 1) from our algorithm. The results in Table 1 show
that the combination of all components/modules gives the
best results.

FRGCuv2 Dataset. We construct a dense correspondence
K3DM from the first neutral scan of the first 200 identi-
ties (100 males and females each) of this dataset. The

TABLE 1
Module Wise Mean and SD of Localization Error
(mm) on 2,246 Vertices of the Synthetic Dataset

Excluded Module(s) mean =+ std
Organising faces into a graph 216 +2.8
Keypoint detection 3.06+5.1
Feature matching 3.61£6.8
Keypoint detection and feature matching  4.78 £7.3
Selecting best matches in each iteration 2.61+34
No modules excluded 1.28 2.2

remaining 1,956 scans of 266 identities are used as test
data. Next, we construct a K3DM from the neutral scans
of the next 200 identities (100 male and female each) and
use the 2,051 scans corresponding to the first training set
for testing. This way, we are able to perform landmark
detection on all 4,007 scans of FRGCv2, each time ensur-
ing that the identity used for making the K3DM is not
present in the test data.

We establish dense correspondences between 9,309 verti-
ces on the FRGCv2 dataset (K3DMyg) and report the mean
and SD of the Landmark Localization Error (¢;) on 14 fidu-
cial points considered to be biologically significant [65].
These anthropometric landmarks are annotated only on the
mean face and transferred to each densely corresponded
scan in the dataset. Manual annotations provided by
Szeptycki et al. [66] and Creusot et al. [27] were used as
ground truth for comparison.

A comparison of the mean and SD of landmark localiza-
tion error of our proposed algorithm with the state-of-the-
art in Table 2 shows that our results outperform them by a
significant margin. K3DM g;; was constructed from 100 neu-
tral expression scans and 100 angry expression level-1
scans. K3BDMpp was constructed from the first neutral scan
of 105 identities. The K3DMpp achieves the best perfor-
mance and even the cross domain K3DMs and the K3DM-
NICP variant outperform existing state-of-the-art. Cumula-
tive localization error plots using K3DMpr are shown
graphically in Fig. 12b.

Bosphorus Dataset. We construct two K3DMp (100 faces
each) from the neutral scans of the Bosphorus dataset [25]
such that the model and test identities are mutually exclu-
sive. Note that there are 299 neutral expression scans in the
dataset. We manually annotate 14 fiducial landmarks on the
mean face of K3DM and transfer the information to other
scans after model fitting. Fig. 12c shows the cumulative
detection rate of the 14 landmarks. Table 3 details landmark
localization results on the three categories of the Bosphorus
dataset. It is evident that our algorithm performs signifi-
cantly better than the state-of-the-art under occlusions,
rotation and expression variation. Creusot et al. [27] and
Sukno et al. [64] trained their algorithms on 99 neutral
scans. They did not report results on these 99 scans and
the scans with yaw rotation of £90°. On the contrary we
report the landmarking results on all 4,666 scans of the
database including the scans with large yaw variation.
Landmark annotations provided by [25], [27] were used as
ground truth. For this experiment, K3DMpr was created
from the neutral scans of first 100 male and female (each)
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TABLE 2

Comparative Results of the Mean and SD (mm) of Landmark Localization Error on FRGCv2 Dataset
Author Images  Ex(L) Ex(R) En(L) En(R) N Prn Ac* Ch* Ls Li Pg Sn Mean
Lu [36] 676  95+17.1 103+18.1 82172 83+£172 -  83+194 -  61+174 - - - - 814177
Segundo [37] 4007 - - 37+23 34423 - 28+14 53+19 - - - - 41419
Perakis[26] 975 56431 58+34 42422 44+25 - - 41+22 55+24 - - 49437 - 50+27
Cruesot[27] 4007 59431 6.0+30 43+24 43+20 42420 34+20 48+36 55+35 42432 55+39 73+74 37431 50+33
Perakis [38] 975 4.7 5.4 4.0 4.1 37 43 - 41 - - 43
Sukno[64] 4007 47427 46427 35+17 36+17 25+16 23+17 26+14 39+28 33+18 46+34 49+35 27+11 35+24
Gilani [28] 4007 45429 37+28 31+21 27421 36+20 27+25 42432 48421 33+37 40+38 42433 41+31 39+28
BFM [40] 4007 22425 27418 25421 29422 32422 23+20 83+29 26429 26+22 3.8+3.7 42438 38436 37+27
K3DM-NICP 4007 28+22 25+18 27+18 26+11 26+17 24+19 33+25 27+18 26+32 42+34 42+33 35+14 33+23
K3DMp 4007 26+21 24+17 24+16 24+09 25+15 22+18 3.0+24 25+18 24+31 41+33 41+33 34+11 29+21
K3DM g 4007 27424 23+19 24+19 25+18 28+18 26+18 61+£27 42431 29+33 46+39 41434 36+29 3.6+26
K3DM 0 4007 26422 24+19 28420 29420 32422 23+21 83+34 31427 25+24 35+3.7 41439 38+36 38+27

* Results have been averaged for left and right corners of nose and mouth.

A -’ denotes that the authors have not detected this particular landmark. Ex/En-outer/inner eye corner, N-nosebridge saddle, Prn-nosetip, Ac-nose curvature, Ch-

mouth corner, Ls/Li upper[lower lip midpoint, Pg-chintip, Sn-nasal base.

identities of FRGCv2 while K3DMp; was the same as used
in experiment on FRGCv2 dataset.

BU3DFE Dataset. We construct dense correspondence
models from the neutral as well as intensity level-1 anger
expression scans of 100 identities of the BU3DFE data-
set [31]. We ensure mutually exclusive test and training
identities while landmark localization using a K3DMpy.
Comparative results on 12 anthropometric landmarks [7] on
all 2,500 scans of the dataset are given in Table 4. Ground
truth landmark locations are provided with the dataset [31].

Fig. 12d shows the commutative error detection rate of the
12 landmarks. K3DMr was created from the scans of the
first 100 male and 100 female identities of FRGC. Our results
are better than the state-of-the-art for both the models.

UND Ear Dataset. To evaluate the landmark localization
performance of our algorithm on side pose scans containing
self occlusions, we perform experiments on the UND Ear
Database [61], [62]. We follow the exact protocol outlined
by [18], [38] for a fair comparison. The dataset is divided into
45 and 60 degree left and right pose scans namely DB45L,

TABLE 3
Comparison of Landmark Localization Results with the State-of-the-Art on Bosphorus Dataset

Mean of Localization Error (mm)

Author Images Ex(L) Ex(R) En(L) En(R) N Prn Ac(l) Ac(R) Ch(L) Ch(R) Ls Li Pg Sn Mean
g Cruesotetal. [27] 2803 6.20 4.10 5.09 418 633 447 422 4.07 4.06 800 7.66 536 883 1523 6.27
7 Sukno et al. [64] 2803 5.19 4.92 2.94 276 222 233 3.03 3.01 6.12 6.03 4.00 654 758 281 4.25
?51 BFM [40] 2920 3.58 3.62 2.77 2,65 217 290 3.80 4.63 5.86 6.01 399 6.77 812 359 432
g K3DMpo 2920 3.57 4.01 2.35 240 232 282 250 2.99 4.85 491 332 503 6.02 235 353
B Cruesotetal. [27] 1155 5.42 4.12 5.18 3.65 5.17 4.89 3.52 3.43 4.05 429 384 381 4.68 947 4.68
2 Sukno et al. [64] 1155 4.48 4.95 297 323 340 436 3.36 3.37 3.76 3.75 347 501 7.77 4.19 415
£ BEFM [40] 1365 4.63 4.96 5.30 5.16 3.81 5.08 4.81 5.49 4.49 528 543 640 7.10 3.14 5.08
~ K3DMjpo 1365 4.84 5.09 3.31 3.85 268 319 273 3.20 4.53 491 413 584 622 380 4.14
g Cruesot et al. [27] 381 8.13 5.45 5.60 499 7.78 4.72 534 4.85 4.10 5.62 4.81 430 544 11.05 5.87
g Sukno et al. [64] 381 6.63 6.28 3.82 3.87 4.12 3.83 440 4.67 4.75 5.07 3.61 481 7.63 376 4.80
g BFM [40] 381 4.95 4.42 3.96 352 249 332 457 4.77 3.61 375 336 440 554 245 394
O K3DMpo 381 4.64 451 3.10 295 269 318 255 3.01 4.36 422 289 414 500 290 3.58
Cruesotetal. [27] 4339 6.09 4.18 5.14 4.08 6.10 4.60 4.15 3.94 4.05 6.83 6.37 4.81 735 1320 5.78
Sukno et al. [64] 4339 5.13 5.05 3.03 298 270 3.00 3.24 3.25 5.37 534 3.82 598 7.63 326 427
All BEM [40] 4666 3.93 4.03 341 334 268 357 4.07 4.86 5.34 5.65 437 650 7.64 338 448
K3DMjpo 4666 3.94 4.15 2.62 280 246 296 255 3.04 4.73 486 3.53 5.21 6.01 275 3.70
K3DM g 4666 4.04 4.25 3.21 3.12 250 327 3.65 4.34 5.16 545 425 625 7.26 3.16 4.27
K3DM g 4666 413 4.27 3.33 324 260 351 3091 4.61 5.26 556 432 643 748 326 442
Standard Deviation of Localization Error (mm)
Images Ex(L) Ex(R) En(L) En(R) N Prn Ac(l) Ac(R) Ch(L) Ch(R) Ls Li Pg Sn Mean
Cruesot et al. [27] 4339 5.02 3.79 443 349 522 461 345 3.11 2.95 535 517 3.95 836 1037 495
Sukno et al. [64] 4339 4.01 3.86 2.15 233 227 256 237 2.42 5.06 475 3,51 686 7.16 237 3.69
All BEFM [40] 4666 2.84 2.97 3.30 3.60 258 344 2.63 2.86 4.23 422 393 676 698 3.09 3.82
K3DMjpo 4666 2.69 2.82 2.06 223 1.63 1.61 1.45 1.59 3.13 3.03 299 4.23 4.28 223 257
K3DM gy 4666 2.87 3.01 2.98 3.17 242 3.04 2.36 2.56 4.01 399 375 613 6.20 2.88 3.53
K3DM g 4666 2.93 3.07 3.10 330 252 326 254 2.72 4.10 4.07 380 631 639 297 3.65




1594 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL.40, NO.7, JULY 2018
TABLE 4
Comparison of Landmark Localization Results (Mean + SD) with the State-of-the-Art on BUSDFE Dataset

Author Images  Ex(L) En(L) N Ex(R)  En(R) Prn Ac Ch Ls Li Mean
Nair et al. [8] 2350 - 12.1 - - 11.9 8.8 - - - - 10.9
Segundoetal. [37] 2500 - 6.3+4.8 - - 6.3+£50 19+11 6.6+34 - - - 44+£35
Salazar et al. [35] 350 9.6+6.1 68+45 - 85+£58 6.1+42 59+£27 6832 - - - 59+43
Gilani et al. [28] 2500 44427 48+26 45+27 44+£27 33+£27 29+£20 43+27 57437 42+27 69+63 37+31
K3DMpys 2500 3.8+22 22+15 29421 33+22 24+1.6 25+17 23+1.6 46433 3.6+23 64+61 2.8+25
K3DM sz, 2500 4.0+24 28+16 43+26 3.6+24 27+17 26+18 29+18 54435 38+24 7.0+6.6 3.1+27

DB45R, DB60L and DB60R. This is a very challenging dataset
due to large yaw rotations, noisy scans and self occlusions.
The dense correspondence model is created from 200 neutral
expression scans of FRGCv2. Eight landmarks including the
two inner and outer eye corners, nose tip, mouth corners and
chin tip are annotated on the mean face of K3DMpp. The
mean and SD of landmark localization error for all 8 points is
compared with the state-of-the-art in Table 5.

6.2 Face Recognition

Imaging of faces is considered to be one of the most impor-
tant biometrics because it can be done passively and is
highly distinctive between individuals. 3D face recognition
has addressed many shortcomings of its counterpart in the
2D domain [67]. We consider this application apt to test the
quality of the presented algorithms. Note that our main aim
is to evaluate our proposed correspondence and model fit-
ting algorithms as opposed to presenting a face recognition
system per se.

FRGCuv2 Dataset. We follow the FRGCv2 protocols [24] of
face recognition and include only one scan of each individ-
ual (466 in total) in the gallery. To demonstrate the effective-
ness of our K3DM Augmentation algorithm, we construct a
dense correspondence model on the first available neutral
scans of the first 200 identities of FRGCv2 dataset. The con-
structed model is then augmented with first available neu-
tral scans of the remaining 266 identities of the database
using Algorithm 2. The probe set consists of the remaining
(3,541) scans of all identities. Note that there is only one
scan per identity for 56 individuals in the dataset. All of
these identities appear only in the gallery. The complete
dataset was further classified into “neutral” and “non-
neutral” expression subclasses following the protocol out-
lined in [44] to evaluate the effects of expressions on
deformable model fitting and face recognition.

We employ a holistic and region based approach to
model fitting and face recognition. It is well known that
the generalization of a model can be increased by divid-
ing faces into independent subregions that are morphed

TABLE 5
Comparative Landmark Localisation Results
(mm) on UND Side Pose Scans

Database DB45L DB45R DB60L DB60R
Yaw Est [26] —45° £ 9° 44° £ 8° —59° + 8° 57° £ 7°
# Scans 118 118 87 87
Passalisetal. [18] 6.02+245 583 +249 6.08+253 5.87+24
Perakis etal. [26] 4.75+191 5.034+1.92 5.30+2.49 4.95+1.80
K3DM g 4.044+177 4314+190 436+225 424+1.28

independently [29]. This technique has been used exten-
sively for face recognition [9], [67] and recently for match-
ing offsprings to their parents [68]. We also use this
approach and perform face recognition by morphing the
complete face as well as the eyes and nose regions We
define these regions on the mean face which is sufficient
to transfer the information to all the faces in the dense
correspondence model.

The full K3DM 5 and the eyes and nose models are sepa-
rately morphed and fitted to each query face in the probe to
obtain model parameters («-Step 12 in Algorithm 1). Next,
the parameters from the whole face and the regions are
concatenated to form the feature vector for face recognition.
We then perform feature selection using the GEFS algo-
rithm [69], [70] on the training data set of FRGCv2 contain-
ing 953 facial scans. Note that these scans are not used in
testing the face recognition algorithm. The selected features
of each query face are matched with those of the gallery
faces in the model. The query face is assigned the identity of
the gallery face with which it has the smallest distance
1 ~;§f;g

ey ll2llerg 1o
each face in K3DM and a(, are the selected features of the
query face.

Fig. 14 shows the process of model fitting in PCA space.
The dense correspondence model is iteratively fitted on the
query face, which in the figure is an extreme expression scan
of the first identity. The model fitting starts from the mean
face and in each iteration the fitted query model traverses
closer to its gallery face in the PCA space. Face recognition is
performed when the fitting residual error €/ is less than 107°.
Figs. 13a and b show the resulting CMC and ROC curves.
Rank-1 identification rate for neutral probes is 99.85 percent
while 100 percent accuracy is achieved at Rank-8. In the
more difficult scenario of neutral versus non-neutral, the
Rank-1 identification rate is 96.3 percent. A similar trend is
observed in the verification rates at 0.1 percent FAR. Table 6

dy = cos™ where a,; are the selected features of

1 = 1f====== >
2 0.98f, 0 0.98 -
< 0.96 = 0.96
2 S
8 3
£ 0.94 £ 0.94
5] 3
e} - - -Neutral vs Neutral > 0.92 - - -Neutral vs Neutral
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Fig. 13. (Left) ROC curves for identification and (Right) verification tasks
on FRGCv2 database using our dense correspondence model and fitting
algorithms.
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Fig. 14. Iterative model fitting. The 466 FRGCv2 identities are shown as
red stars in the first three PC space. The model is morphed iteratively
into the query face until the residual error is negligible. Notice how the fit-
ting process takes the query face through a non-linear path (inset image)
and removes the extreme facial expression to generate its equivalent
neutral expression model.

compares our algorithm with the state-of-the-art. In most
cases, our results are better than the state-of-the-art depicting
the high quality of the dense correspondence model.

Bosphorus Dataset. Experiments are performed on the
more versatile Bosphorus dataset to demonstrate the
expression, pose and occlusion invariant face recognition
capabilities of our proposed model. K3DMp, is formed
from the first available neutral scan of each identity in the
dataset and a holistic approach to face recognition is
adopted. We follow the model fitting and parameter match-
ing technique as mentioned for FRGCv2. Comparative
results are given in Table 7. Our proposed technique signifi-
cantly outperforms the state-of-the-art in pose invariant
face recognition, while at the same time it handles expres-
sions and occlusions.

UND Ear Dataset. We perform face recognition experi-
ments on this dataset to demonstrate the ability of K3DM to
handle pose variations and self occlusions. The dataset is
divided into three subsets following the protocol set by [18].
UNDOOLR contains 466 subjects of FRGCv2 in the gallery.
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TABLE 6
Comparison of 3D Face Recognition Results with the
State-of-the-Art in Terms of Rank-1 Identification Rate
(I-Rate) and Verification Rate (V-Rate) at 0.1 Percent FAR

Author Neutral Non-neutral All
[-Rate V-Rate I-Rate V-Rate I[-Rate V-Rate

Mian et al. [44] 99.4% 99.9% 921% 96.6% 96.1% 98.6%
Kakadiaris et al. [43] - 99.0% - 95.6% 97.0% 97.3%
Al-Osaimi etal. [71] 97.6% 984% 952% 97.8% 96.5% 98.1%
Queirolo et al. [72] - 99.5% - 94.8% 98.4% 96.6%
Drira et al. [73] 99.2% - 96.8% - 97.7% 97.1%
Smeets et al. [45] - - - - 89.6% 79.0%
Lietal. [47] - - - - 96.3% -
K3DM 99.9% 99.9% 96.9% 96.6% 98.5% 98.7%

Two 45 degree side scans each (left and right) for 39 sub-
jects and two 60 degree side scans each (left and right) for
32 subjects make the probe set. These subjects are common
between FRGCv2 and UND Ear databases. UND45LR is
composed of 45 degree side scans from 118 subjects. The
K3DM rr made from 200 scans is fitted on the left side scan
to get the gallery parameters and then fitted to the right
side scan to get the probe parameters. A similar protocol is
followed for UND60OLR which contains 60 degree side
scans from 87 subjects. Comparative Rank-1 recognition
results are given in Table 8. Note that while Smeets
et al. [45] report > 98 percent face recognition results on
the side pose scans of this dataset, their performance on
pose variation in the Bosphorus dataset is significantly
low at 84.2 percent.

Cross Domain Face Recognition. To compare K3DM with
the state-of-the-art Basel Face Model(BFM) [40] we perform
cross domain face recognition experiments on FRGCv2 and
Bosphorus datasets as they include all the challenges of
expressions, occlusions and pose variation. For FRGCv2 we
use K3DM 0 (created from 105 neutral scans of Bosphorus
database) and K3DMp; (created from 100 neutral and 100
angry level-1 scans) while for Bosphorus dataset we use
K3DMpi and K3DMp. All three models are fitted to each
scan in FRGCv2 and Bosphorus datasets. The model param-
eters of the first neutral scan of each identity in each data-
base are used as gallery features. Table 9 details the Rank-1
recognition results from this experiment which show that
K3DM outperforms the BFM.

TABLE 7
Comparison of Rank-1 Recognition Results (in Percentage) with the State-of-the-Art on Bosphorus Dataset
Expressions Poses Occlusions
Author AU Expr Al YR<90 YR9O PR CR All Eye Mouth Glasses Hair All All4,543
2,150 647 2,797 525 210 419 211 1,365 105 105 104 67 381
Alyz et al. [74] - - - - - - - - 93.6  93.6 97.8 89.6 93.6 -
Colombo et al. [75] - - - - - - - - 91.1 74.7 94.2 90.4 87.6 -
Drira et al. [73] - - - - - - - - 97.1 78.0 94.2 81.0 87.0 -
Berretti et al. [46] - - 95.7 81.6 457 983 934 88.6 - - - - 93.2 93.4
Smeetset al. [45] - - 97.7 - 24.3 - - 84.2 - - - - - 93.7
Li et al. [47] 99.2 96.6 98.8 84.1 471 995 99.1 91.1 100.0 100.0 100.0 95.5 99.2 96.6
K3DMpgo 99.0 96.7 98.5 99.8 95.2 100.0 99.1 99.0 99.0 96.1 100.0 97.3 98.1 98.6

AU=Action Units; YR=Yaw Rotation; PR= Pitch Rotation; CR= Cross Rotation.
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TABLE 8
Comparative of Rank-1 Recognition Results on
Partial Faces of UND Side Pose Scans
Database UNDOOLR UND45LR UNDG60LR
# Scans 608 236 174
Passalis et al. [18] 76.8% 86.4% 81.6%
Smeets et al. [45] - 98.3% 100.0%
K3DM pp 86.0% 95.8% 98.6%
TABLE 9

Comparison of Rank-1 Recognition on FRGCv2 and
Bosphorus Datasets Using Cross Domain Models

FRGCv2
Method  Neutral Expressions Poses Occlusions All
BFM [40] 87.7% 65.6% - - 76.4%
K3DMpy 92.7% 69.0% - - 80.5%
K3DMpo 92.1% 62.9% - - 77.1%
Bosphorus
BFM [40] - 81.1% 86.1% 86.6% 82.7%
K3DM g - 85.6% 86.5% 89.3% 85.8%
K3DM gy - 90.3% 92.8% 90.7% 90.7%

7 DISCUSSION AND CONCLUSIONS

We have proposed an algorithm that simultaneously estab-
lishes dense correspondences between a large number of 3D
faces. Based on the dense correspondences, a deformable
face model was constructed. We also proposed morphable
model fitting and updating algorithms that are useful for
landmark identification and face recognition. Thorough
experiments were performed on synthetic and real 3D faces.
Comparison with existing state-of-the-art shows that our
algorithm consistently achieves better or comparable perfor-
mance on both the tasks on all datasets. It is interesting to
note that while the face recognition algorithm proposed by
Li et al. [47] performs well on Bosphorus database, it does
not fare that well on FRGCv2. Similar trend can be observed
in case of Smeets et al. [45] for face recognition and
Sukno et al. [64] for landmark localization. To the best of our
knowledge this is the first paper that has reported consistent
comparable results on a variety of application on four
public datasets.

Although the dense correspondence model assumes
frontal and neutral pose scans, for landmark localization
and face recognition it demonstrates robustness to occlusion
as well as pose and expression variation during the fitting
process. Hence the three proposed algorithms present a uni-
fied solution to a variety of applications under expression,
occlusion and pose variation. The model can handle pose
variation up to +90°.

With regards to the computational complexity, it may be
noted that the model building process has to be done off-
line. The algorithm iterates over geodesic patches between
vertices for each image. Building a dense correspondence
model on 105 identities of Bosphorus database in approxi-
mately 30 iterations took over 48 hours on a Core-i7
machine with 8 GB RAM using MATLAB. However, the
model fitting process on an unseen face takes less than
seven seconds.
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