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Abstract

Most methods for document image retrieval rely solely
on text information to find similar documents. This paper
describes a way to use layout information for document im-
age retrieval instead. A new class of distance measures is
introduced for documents with Manhattan layouts, based
on a two-step procedure: First, the distances between the
blocks of two layouts are calculated. Then, the blocks of
one layout are assigned to the blocks of the other layout
in a matching step. Different block distances and match-
ing methods are compared and evaluated using the publicly
available MARG database. On this dataset, the layout type
can be determined successfully in 92.6% of the cases using
the best distance measure in a nearest neighbor classifier.
The experiments show that the best distance measure for
this task is the overlapping area combined with the Manhat-
tan distance of the corner points as block distance together
with the minimum weight edge cover matching.

1 Introduction

Most information that is currently available digitally —

especially in libraries — is organized in form of documents,

and those are typically stored in databases. The task of find-

ing relevant information in such databases is a crucial prob-

lem of the information society. Many methods for docu-

ment retrieval exist, but their success depends strongly on

the format in which the documents are stored: the Google

search engine does a very good job in document retrieval

for WWW pages. The Windows operating system con-

tains a search assistant that does a fast full text search in all

MS Word or Excel documents on a PC’s hard disk within

seconds. But so far, no software system can reliably do

content-based search in image or video files, let it be on

the web or locally.

A problem of current querying methods is that they re-

quire a document to be present in text form, and their

method to find similar documents is by comparing the tex-

tual contents.

For documents in image form, as they are produced e.g.

by a scanner, this approach has some drawbacks, since the

document has to be converted to text first by Optical Char-

acter Recognition (OCR) software. This process is com-

putationally expensive, and it can also introduce errors that

may prevent a document from ever being found again. A

more fundamental problem is that the textual contents of the

documents to be searched for can be unknown, e.g. when

searching for all CD-covers on a home PC, or the text infor-

mation is irrelevant or not sufficient to answer a query, e.g.

when a user wants to search for all IEEE-style publications

in an archive.

In this paper, we present a method to query document

image databases by layout, in particular by measuring the

similarity of different layouts in comparison to a reference

or query document. The method works directly on the im-

age data and does not require a costly OCR step. Depending

on the application, it can either be the only search criterion

used or act as an additional search feature for the user.

Distance measures for measuring the similarity of two

layouts can be used in numerous ways. In this paper,

we concentrate on their use for layout-based document re-

trieval. Other possible uses include the benchmarking of

different layout analysis algorithms or tie-breaking in lay-

out analysis system that are based on the combination of

different layout analysis techniques. We also restrict our-

selves to geometric layout information, i.e. how a page is

split into different homogeneous regions like columns and

paragraphs. We consider only Manhattan layouts because

they represent the most general class of layouts found in

practice, and they can be easily represented by a set of rect-

angular blocks. We do not study the logical partitioning of

the page into semantic blocks like title, abstract, and author.
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To find the similarity between two layouts, we need a

distance measure. The desired properties of a distance mea-

sure are described in Section 3. Then, in Section 4, we in-

vestigate the possibility to use a benchmarking method for

layout analysis algorithms as a similarity measure. Then,

we propose our method consisting of a distance measure be-

tween the rectangular blocks of the two layouts, combined

with a matching step from the blocks in one document im-

age to the blocks in another document image. The details

are described in Section 5. Our evaluation method is elabo-

rated in Section 6 followed by results in Section 7 and con-

clusions in Section 8.

2 Related Work

Most of the work in the field of document image retrieval

uses features computed on the document image such as font

information, connected components, and texture. We dis-

regard this type of information here in order to analyze

to what extent geometric layout information alone can be

used for document image retrieval. However, the features

mentioned above can be combined with the layout similar-

ity measures developed in this work to improve the perfor-

mance of the retrieval system.

The layout similarity measures for document images

have been scantily addressed in literature. Hu et al. [6]

present a two step method for layout comparison. They use

different methods to compute the distance between image

rows after a segmentation into a grid of equal-sized cells.

Each cell is identified as text cell if at least half of the cell is

part of some text block. In the other case it is a white space

cell. Document images are then compared using dynamic

programming on the row-based representation of the doc-

uments. In [5] the use of clustering and a hidden Markov

model for learning of prototypes is discussed in more de-

tail. The test data used comprises five classes (1-column

and 2-column letter, 1-column and 2-column journal, and

magazine) and an average error rate of 21.4% is reported.

Unfortunately, the data used is not available, so a direct

comparison with the results is not possible.

Benchmarking methods for layout analysis algorithms

have to compare the output of the algorithms to the ground

truth. Because these measuring methods yield a quantita-

tive description of the difference between two layouts, they

can be used as a distance measure for the task of document

image retrieval.

Mao and Kanungo present in [12] their page segmen-

tation evaluation toolkit in which they use morphological

operators to define the sets of missed, merged, split, and

falsely detected text lines. The error types are weighted and

a total metric is obtained by summing up the error types

multiplied by their weight.

Liang et al. [11] use area overlap for finding the corre-

spondences between the blocks in the ground-truth and the

segmented images. Then, different errors are defined on the

basis of correspondence analysis and the total error rate is

defined as a weighted sum of the individual errors.

In [18] Yanikoglu and Vincent present a method that uses

a method similar to the ones mentioned above, but instead

of working with regions or blocks, the number of errors are

counted on the basis of pixels. The total error is then again

obtained by summing up the number of errors multiplied by

the weighted cost.

3 Desired Properties of a Distance Measure

The distance measure we are interested in should primar-

ily be used for document retrieval by layout comparison and

the (dis)similarity will be based on the blocks that define the

different regions in the documents. The following criteria

may be used according to which we define our similarity:

• Position: If the positions of the blocks of the two lay-

outs are similar then this will be in favor for the ana-

lyzed layouts.

• Width: If the width of the blocks is the same, the two

layouts are likely to have the same column width.

• Area: If the two blocks of different layouts differ in

area this might be an indicator that these blocks should

not be matched to each other.

Furthermore, it would be useful if the distance measure

was tolerant to some typical errors that occur during layout

analysis, namely merge and split errors. It should also allow

a few false alarms and missed errors. A merge error occurs

when two blocks of the query layout are transformed into

one block of the reference layout. A split error occurs in the

inverse case. A false alarm occurs when one block from the

query layout is not matched to any other block of the refer-

ence layout. A missed error occurs when a block from the

reference layout is not matched by any block of the query

layout. Another type of errors, spurious errors, are those er-

rors that fit in none of the error categories mentioned above.

Examples for these errors can be found in [11].

Another important feature of a distance measure used

for queries is that it should be fast to compute. Since a

query layout has to be matched against all layouts in the

database, retrieval time becomes a critical issue as the size

of the database grows. Hence, it should be a general goal to

calculate the distance measure in an acceptable amount of

time, e.g. less than a few seconds.

4 The Benchmarking Distance

Layout analysis algorithm benchmarking tries to find an

objective measure for the performance of a layout analysis
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algorithm. The benchmarking methods compare the output

of a layout analysis algorithm to the given ground truth and

report different errors made by the algorithm. Hence, the

results of this comparison can be used as a similarity mea-

sure for document image retrieval. The layout of the query

document is matched against all documents in the database

and the document giving lowest error rate is retrieved.

One method for benchmarking layout analysis algo-

rithms was presented by Liang et al. in [11]. It is based

on the computation of the overlapping area of the matched

blocks. But instead of using this area to build the dis-

tance measure, it uses the relations it gets from this over-

lapping area analysis to find out what different type of er-

rors have been made by the segmentation algorithm. Then a

weighted sum of these errors, normalized by the total num-

ber of blocks in the two layouts, is used as the final error

metric.

The reason why we chose this algorithm is its simplicity.

Furthermore, the method is fast to compute and so it fulfills

one condition for layout based image retrieval.

5 Block Distance plus Matching

Since we consider only Manhattan layouts, a rectangular

block can be considered as the basic entity of a document

layout. Hence, it is self-evident that a distance measure for

two layouts can be based on some distance measure for two

blocks in order to obtain a global distance. The idea that

emerged from this observation was to use a distance mea-

sure for blocks (in the following called “block distance”) to

obtain one global distance measure. Using one block dis-

tance, we can compute the distance between every pair of

blocks in the two layouts.

The problem that arises now is to match the blocks from

the query layout to the reference layout in order to mini-

mize the total distance obtained by summing up the block

distances of the blocks that are matched. This problem is

referred to as the “matching problem”.

Considering that we have different methods to compute

the block distance and also three different methods to solve

the matching problem, we may combine these two steps in

many ways. Different combinations have been tested and

evaluated. An example that illustrates such a matching is

shown in Figure 2.

In the first part of this section we will present a number

of block distances. The second part then presents the three

different matching methods that have been analyzed. The

third part is about the testing and the evaluation of these

methods.

In the following, we use these definitions:

• layout: a layout L is a set of blocks Bi: L =
{B1, ...,Bn}

• block: a block B is a pair of two points pi: B =
(p1,p2), the lower left and the upper right corner.

• point: a point p is defined by a pair of coordinates x, y:

p = (x, y)

The coordinates can be computed relative to some refer-

ence point in order to allow the translational displacement

of a page, for example by taking the center of gravity as

reference point for each layout. However, in the experi-

ments on the MARG dataset, we observed that the docu-

ments were scanned with low variation in their position on

the scanner, so such a normalization was not necessary.

5.1 Block Distances

In the following we present different block distances that

can be used to compute the distance between two blocks.

This computation is the step that gives us the cost matrices,

also called weight or block distance matrices, needed for

block matching in the second step.

5.1.1 Manhattan Distance of Corner Points

One possible block distance is the sum of the Manhattan

distances of the corner points of the two compared blocks.

Let Bi = (pk,pl) and Bj = (pm,pn) be two blocks of

two layouts. Then the block distance Dmh(Bi,Bj) is ob-

tained by summing up the Manhattan distances of the corner

points of blocks Bi and Bj .

Dmh(Bi,Bj) = dmh(pk,pm) + dmh(pl,pn) (1)

where

dmh(pa,pb) = |xa − xb| + |ya − yb| (2)

is the Manhattan distance between two points.

As in this distance both position and area take influence,

this might be a reasonable block distance measure to use.

5.1.2 Overlapping area

This method computes the distance between two blocks by

their overlapping area. The overlapping area is defined as

the number of pixels that belong to the two blocks being

compared and that have the same coordinates on the page.

For every pair of blocks (Bi,Bj), where Bi and Bj are

from two layouts, the following distance is computed:

Dov(Bi,Bj) = 1 − 2 × Ov(Bi,Bj)
area(Bi) + area(Bj)

(3)

where area(Bi) is the number of pixels (area) of block Bi

and Ov(Bi,Bj) is the overlapping area of block Bi and
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Bj . For every pair of blocks a value between 0 and 1, where

0 is a perfect overlap and 1 is no overlap at all, is obtained.

This block distance incorporates position as well as area

and aspect-ratio into one measure. Taking only the overlap-

ping area as block distance has one major drawback: in case

of non-overlap, the distance will be 1, no matter how far or

how near the two blocks actually are.

Therefore, we combined the overlap with the normalized

Manhattan distance of the corner points in case that there

is no overlap. For a block having no overlap in common

with any other block we get a distance between 1 and 2.

The normalization of the Manhattan distance of the corner

points is done by dividing the obtained distance of each cor-

ner point by twice the maximal Manhattan distance on the

page, namely the sum of width and height.

5.1.3 Other simple block distances

It is clear that a lot of other block distances can be built. As

the following block distances are almost self-explanatory,

they are only defined here:

• Difference in width:

Dw(Bi,Bj) = |width(Bi) − width(Bj)| (4)

• Difference in height:

Dh(Bi,Bj) = |height(Bi) − height(Bj)| (5)

• Product of difference in width and difference in height:

Dp(Bi,Bj) = Dh(Bi,Bj) × Dw(Bi,Bj) (6)

• Distance of block centers:

Dbc(Bi,Bj) = dmh(center(Bi), center(Bj)) (7)

Note that the block distances presented here only consti-

tute different choices that can be made. It is not said that all

these block distances are meaningful or give good results.

The idea is to evaluate how well these simple measurements

work and then to try to obtain a better distance measure by

combining different simple block distances, each containing

a different kind of information, to one new block distance.

Examples for these simple block distances are shown in Fig-

ure 1.

5.1.4 Combination of different block distances

Instead of choosing one block distance to compute the dis-

tance between two blocks it might be useful to combine dif-

ferent block distances into one new block distance.

The difference in width, for example, contains a lot of

information concerning the number of columns we have. In

Figure 1. Example for simple block distances:
the difference in width is 2 units, the differ-
ence in height is 2 units, the product of differ-
ence in width and difference in height equals
4. The number of overlapping pixels equals
zero, so the combination of overlapping area
distance and Manhattan distance will be 1.45
(the maximum Manhattan distance is 11, and
the Manhattan distance of the corner points
equals 10 units).

order to add position information of the blocks, we might

add, for example, the distance of centers of the blocks.

As one can see, we obtain a lot of different possibilities

bringing some new problems:

• Scale: the different distance measures may have differ-

ent scales, so they should all be converted to the same

scale, e.g. if we want add area to Manhattan distance.

• Addition or multiplication: to combine the results of

different distance measures, there are different meth-

ods, especially addition or multiplication: instead of

adding different block distances they also could be

multiplied. This is only meaningful in a few cases

where one of the block distances has the ability of

defining a perfect match, as e.g. for the overlap: if the

overlap distance equals 0, than the position and the size

and the aspect-ratio of the two blocks is the same, so

we have a perfect match. Other ways of combining the

simple block distances are also possible.

• Weighting: different block distances could be

weighted differently according to their importance re-

garding our criteria, e.g. if we add the difference in

width with the difference in height, it would be useful

to give more importance to the difference in width, as

for our purpose, column width is more important than

paragraph height.
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5.2 Matching

In the following, we present the different matching meth-

ods. The matching step matches the blocks of the query

layout to the blocks of the reference layout trying to min-

imize the total distance. The total distance is obtained by

summing up the costs of the matches, which are equal to

the block distance between the two blocks that are matched.

An example of a matching can be found in Figure 2.

In the literature, the matching problems are usually pre-

sented using the term “cost” instead of “block distance”. We

will use the term “cost” when discussing the general match-

ing problem and when we are applying the method to our

purposes we will use the term “block distance”.

Three different matching methods will be discussed:

• Assignment Problem: each block is matched at most

once.

• Minimum Weight Edge Cover Problem: each block is

matched at least once.

• Earth Mover’s Distance / Transportation Problem:

each block is matched partially to at least one other

block.

5.2.1 Matching by Solving the Assignment Problem

As mentioned above, the aim of this step is to match blocks

from the query layout to the blocks of the reference layout

by minimizing the total cost. The total cost is the sum of all

matches between two blocks multiplied by their cost that in

our case will be given by some block distance.

For the “Assignment Problem” each block is allowed

to be matched at most once and every block that can be

matched should be matched. So there will be exactly

min(|La|, |Lb|) matches. It may happen that, if the num-

ber of blocks of the two layouts differ, some blocks are not

matched. These are called “unmatched” blocks and in that

case our assignment problem is called “non-quadratic” be-

cause of the obvious property of the cost matrix in that case.

This problem can be solved by the “Hungarian Algo-

rithm”, which is described in more detail in [10].

Handling non-quadratic problems In our application of

the assignment problem it often happens that the problem is

not quadratic. This is the case when the number of blocks

in the two layouts differ. After the assignment there are a

number of blocks that are not matched at all. We have to

take care about handling these blocks appropriately. Sim-

ply ignoring them would give good similarities for layouts

consisting of a few blocks only. Penalizing them by some

value afterwards could be a possibility but also inserting

dummy blocks with a certain penalty distance in order to

get a quadratic problem could be a solution, which is the

approach we followed (cp. Section 5.2.4).

5.2.2 Matching by Solving the Minimum Weight Edge
Cover Problem

The minimum weight edge cover problem consists of find-

ing matches for the same problem as the assignment prob-

lem, with the difference that every block of La is connected

to at least one block of Lb and vice versa. This problem is

again solved using the Hungarian algorithm. A description

of this method can be found in [8].

5.2.3 Matching using the Earth Mover’s Distance

One other interesting approach we analyzed is to use the

Earth Mover’s Distance (EMD) as matching method. In-

stead of matching entire blocks, here blocks can be divided

into different basic units (in our case pixels) that are as-

signed to other blocks.

The EMD was used in [15] for image retrieval of color

images. Simply spoken, the idea behind it is to calculate

the cost to “transform” a generalized form of histogram of

one image to the histogram of the other. In our case we

want to move pixels so that the reference layout is built by

moving pixels from the query layout to other blocks. As

moving these pixels has a certain cost, a total cost can be

computed to convert one layout into another. Blocks, as

well as histograms are called in this concept “signatures”,

which is a more general concept.

A signature is defined as a set of feature clusters repre-

sented by their mean and by the fraction of pixels (“earth”)

that belongs to this cluster: signature S = {sj = (mj , wj)}
where mj is the mean value of the cluster and wj the frac-

tion of pixels that belong to cluster j. A page layout can

also be considered as a signature: the blocks represent the

clusters and the fraction is given by the area of the blocks.

In our case the blocks can be considered to be entirely

black, so no text information is contained in the blocks. All

the pixels in the block are considered as black pixels.

The computation of the EMD is based on the solution of

the well known transportation problem. An algorithm for

solving the transportation problem can be found in [7].

Coming back to the initial idea of “earth moving” the

signatures Sm will be replaced by layouts that consist of

blocks and a given block distance that gives the cost for

transporting one pixel from block Bi to block Bj .

By finding the solution for the transportation problem

for two signatures we obtain the total cost of transforming

signature Sm to signature Sn. This cost is divided by the

total flow (the total number of transported units) and then

defined as Earth Mover’s Distance.
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5.2.4 Implementation Details

For the assignment problem we chose to make the problem

quadratic, in case the number of blocks in the two layouts

differs by inserting dummy blocks. These dummy blocks

need a certain penalty distance. Depending on this dis-

tance the algorithm tends to make different mistakes: if

no penalty is assigned, layouts with few blocks will be too

good a match. If the penalty value is too high, the matching

method is very inflexible if the number of blocks in the two

layouts differ (which may happen if e.g. splitting or merg-

ing errors occur). Various methods of defining this penalty

have been analyzed, e.g. the mean block distance value, no

penalty at all, half of the maximum block distance value,

etc., and we opted for a penalty value that is given by the

maximum block distance value that exists between two real

blocks.

Normalizing the total distance by the number of blocks

has also been tried but did not give better results, due to

the fact that by dividing, we loose the information about the

number of blocks per page.

For the minimum weight edge cover method we did not

need to specify any parameters.

Examples for the matching result for the assignment and

the minimum weight edge cover problem are shown in Fig-

ure 2. The left side query document contains blocks on the

right side that are not part of the page but parts of blocks

from the neighboring page of the book. These artefacts

come from the scanning process. The Voronoi layout anal-

ysis algorithm was used to extract these layouts. As one

can see, the minimum weight edge cover method finds a

correct match (the same journal), regardless of these “arte-

facts”. The assignment problem based method returns a

wrong layout as layouts with approximately the same num-

ber of blocks are preferred, due to the penalty value for un-

matched blocks.

For the Earth Mover’s Distance we had to find some so-

lution for the case that the two layouts have different num-

ber of pixels (only pixels belonging to blocks are consid-

ered). As the area plays the role of demand and supply in

the transportation problem, the initial transportation prob-

lem is unbalanced. So dummy blocks have to be inserted

to solve the transportation problem. These dummy blocks

don’t have a position nor a size, they simply are pixel “pro-

ducers” or pixel “consumers”, in order to solve the trans-

portation problem.

For the usual application of the transportation problem,

this method works fine as there can only be transported as

much as there is supplied and needed. The fact that the

demand or the supply are too high will have no effect on

our total cost.

This is not appropriate for our purpose. We want to take

into account all pixels, even if the number of pixels in the

blocks of the two layouts may differ. As for the assignment

(a) Best match for the left side query layout by assignment problem

matching using as block distance the overlapping area.

(b) Best match for the left side query layout by minimum weight edge

cover matching using as block distance the overlapping area.

Figure 2. Examples for the two matching
methods. The lines indicate which blocks
are matched to each other. The block dis-
tance used in both cases is the overlapping
area, dov. The best match for the assignment
matching method finds a wrong layout (dif-
ferent journal), whereas the minimum edge
cover method finds a correct layout (same
journal). The layouts were extracted using
the Voronoi layout analysis algorithm.
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problem, there are at least two possibilities: make the prob-

lem a balanced one or penalize the unmatched pixels after-

wards. As the second solution needs some intelligent way

of setting a penalty value and the first solution gave better

results, we opted for the first solution: we normalize each

layout to a size of one and each block does not have a fixed

size in pixels but only a fraction of pixels of the layout that

belong to it.

An example how the pixels from one layout are matched

to the other layout for the two methods is shown in Figure 3.

6 Evaluation of Distance Measures

The problem with evaluating the distance measures is to

define what a good result should be like. It should return

for a given query layout a reference layout from a database

that “looks” similar, but the problem is to provide a ground

truth for that notion without too much manual labeling.

We decided to use a publicly available document image

database that is annotated with the source of the document

images (i.e. the journal or magazine it originated from). As

for one specific journal the layout should look very simi-

lar for different articles, a query with a document from one

given journal should return a document of the same journal,

which is the definition of correctness we used in the experi-

ments.

The database we chose for this task is the MARG (Medi-

cal Article Records Ground-truth) database. It contains 815

scanned documents of first pages of medical journals, sorted

by type (9 different types) and journal (161 different jour-

nals). Further details about the MARG database1 can be

found in [4].

As different journals in this database are published by

the same publisher and publishers often have similar lay-

outs for their journals, we additionally manually sorted the

MARG database according to the publisher. After sorting

we obtained 59 different publishers.

Because the database is not divided into separate train-

ing and test sets and it does not contain a large number of

samples, we decided to use the leave-one-out error rate as

the evaluation criterion. As a classifier we used the simple

nearest neighbor classifier, because our goal is primarily to

evaluate the usefulness of the distance measures. That is,

we queried the system with each document image in turn

and determined the closest reference document image ac-

cording to the distance measure evaluated (not including the

query document). If the returned best match was from the

same class (i.e. journal, type, or publisher depending on the

setup), this was counted as a correct classification, other-

wise as an error.

As layout information we first used the layout ground

1http://marg.nlm.nih.gov/index2.asp

(a) EMD using absolute area of blocks

(b) EMD using normalized area of blocks

Figure 3. (a) Result of the EMD without nor-
malization. (b) Result of the EMD with the ar-
eas normalized to one. The left side shows
the query image, the right side the best
match. The colors indicate the correspond-
ing pixels, where in (a) black is used to indi-
cate unmatched pixels. The block distance
used is the sum of the Manhattan Distance of
the corner points.
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truth of the MARG database. This ground truth only con-

tains information about four special kinds of blocks, namely

“author”, “abstract”, “affiliation” and “title”. However, af-

ter a few tests, it became clear that this partial layout in-

formation was not a good basis to test the performance of

the distance measures. Completely segmented pages are a

better choice to run these tests.

We therefore chose to use known layout algorithms to

extract the layout. This is also the case which is more

relevant to a practical task, because in practice, it cannot

be expected to have access to manually extracted layout

information. Although the algorithms will not yield per-

fect segmentations, they should produce similar errors for

similar layouts. The algorithms we used for extracting the

layout information are: Voronoi algorithm [9], XY-Cut al-

gorithm [13], Run length smearing algorithm [17], Doc-

strum algorithm [14], Whitespace algorithm by Baird [1]

and Whitespace algorithm by Breuel [2].

7 Results

7.1 Error rates

There are three different error rates that were computed

in order to evaluate the different distance measures:

• Journal: This is the error rate for finding the correct

journal for a given query document out of a specific

journal. This error rate is the one that should give us,

according to the main idea of this evaluation method,

a good overview about how good the distance measure

works, as we expect to find for a given query document

a document of the same journal. There are document

images from 159 different journals.

• Type: This error rate gives the ratio of misclassifica-

tions of the document type. This error rate should be

low, as the distance measure should be able to identify

the right layout type. Furthermore, only nine different

layout types have to be distinguished.

• Publisher: This error rate gives the ratio of misclassi-

fications of the document publisher, e.g. if the query

document is from publisher Elsevier but has been clas-

sified as publisher Springer. This error rate is less im-

portant because it may be that two journals from the

same publisher have different layout, although the in-

verse case is quite frequent.

We are aware of the fact that the error rate is not always the

most appropriate performance measure for retrieval. How-

ever, the error rate is strongly correlated with most other

metrics that are normally applied (cp. [3]).

7.2 Evaluation of Matching Methods

As mentioned in Section 5.2, three different matching

methods have been tested: the assignment problem, the

minimum weight edge cover problem and the earth mover’s

distance based on the transportation problem.

These three methods have been tested with different

block distances in order to find out whether one method has

an overall advantage over the other or if the performance of

the matching depends on the block distance, in a way that a

good block distance may compensate a bad matching.

As the ground truth contains only incomplete page seg-

mentations, we ran the major part of the tests on the output

of the different layout analysis algorithms. As [16] stated

that the Voronoi layout analysis algorithm is generally a rea-

sonable choice, we chose this to illustrate our results in this

part.

Table 1 shows the error rates obtained by applying the

three different matching methods to different block dis-

tances. The results are representative for various tests with

different layout analysis algorithms that have been per-

formed: in short one can say that the minimum weight edge

cover method performs acceptably, whereas the EMD and

the assignment method perform badly, with a little advan-

tage for the EMD. Liang et al.’s method, originally used

for benchmarking, is not appropriate for our purposes be-

cause it is very sensitive to split and merge errors. Since

for two layouts to be similar, it is not necessary for them

to have same number and height of text segments (para-

graphs). Hence, if the layouts of two different documents

from the same journal are compared, they are likely to pro-

duce several vertical split, merge, and spurious errors. This

is the main reason why the benchmarking method is not

suitable for use as a similarity measure in layout-based doc-

ument image retrieval. Another problem arises from the

fact that not all necessary details for the implementation of

Liang et al.’s method were available. The original code may

perform better than ours.

The reason why the assignment problem performs that

badly lies in the penalty for unmatched blocks: for un-

balanced assignment problems (La has a different number

of blocks as compared to Lb) unmatched blocks remain,

Distance Measure JOUR TYPE PUB

Overlap / Edge Cover 32.8 8.2 7.6

Overlap / Assignment 52.0 22.9 25.4

Overlap / EMD 52.3 20.2 23.9

Liang et al. 97.2 80.0 93.5

Table 1. Comparison of different matching
methods (error rates [%]).
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which are penalized with the maximum occurring block dis-

tance value. This implies that layouts with similar number

of blocks will be preferred, which is not always a wanted

effect. Different other methods for penalizing have been

tested, without big improvement (the error rate varies, but

it stays far away from the minimum edge cover error rate).

If we compare the EMD to the assignment method, we ob-

serve that the EMD performs slightly better.

If we interpret these results we can say that prohibiting

the blocks from splitting up (as does the assignment prob-

lem) is not a good idea, as it penalizes very much the split-

ting and merging errors, errors that occur very frequently in

document layout analysis. Splitting blocks up into very tiny

parts (pixels) is not a good idea either. As one can see in

Figure 3, pixels from one block may be spread everywhere

on the page, a problem that is triggered by the transporta-

tion problem, but that is not necessarily wanted for docu-

ment layout comparison. The minimum weight edge cover

method is the most “natural” method for matching layout

blocks: merging and splitting are not too expensive, as two

or more blocks may be matched to the same block and based

on a good block distance, blocks are not matched all over

the page.

Another important result is the runtime: assignment and

edge cover run in O(n3) whereas the transportation problem

has worse complexity.

7.3 Evaluation of Block Distances

As shown in the preceding part, the best matching

method of the three proposed methods is the minimum

weight edge cover matching. In order to test the different

block distances we used the minimum weight edge cover to-

gether with a few block distances and compared the results.

The results were obtained with the blocks extracted by the

Voronoi layout analysis algorithm on the MARG database.

In Table 2 the different error rates for the various block dis-

tances can be found.

“Overlap” uses the overlapping area as block distance.

So for every pair of blocks we obtain a value between 0
and 1. If two blocks have no common area at all, they will

get the distance 1. In that case no conclusions can be made

how similar these two blocks are. Therefore we used the

block distance “Overlap + Manhattan”, that, in case of non-

overlap, adds the sum of the Manhattan distances of the cor-

ner points divided by twice the maximal possible distance

on the page (sum of length and width of the image) to the

1 of the overlap distance. This way we obtain a value be-

tween 0 and 2 for every block and we have some informa-

tion which block could be better or worse to match to if

we have no overlap. “Manhattan Dist. of Corners” simply

sums up the Manhattan distances of the corner points of the

two blocks. “Euclidean Dist. of Corners” does the same but

Block Distance JOUR TYPE PUB

Overlap + Manhattan 31.2 7.4 7.0

Overlap 32.8 8.2 7.6

Manhattan Dist. of Corners 39.7 11.3 10.5

Euclidean Dist. of Corners 40.7 11.9 11.5

Manh. Dist. of Centers 41.6 13.1 13.9

Eucl. Dist. of Centers 43.7 14.3 14.8

Difference in Width 47.4 19.4 20.4

Diff. Height + Diff. Width 49.6 17.2 18.4

Diff. Height × Diff. Width 50.7 13.2 14.6

Difference in Area 81.8 54.3 63.3

Difference in Height 88.1 60.1 70.9

Table 2. Comparison of the different block
distances (error rates [%]) using the mini-
mum weight edge cover method for match-
ing.

instead of the Manhattan distance it uses the Euclidean Dis-

tance to measure the distance between two points. “Manh.

Dist. of Block Centers” computes the Manhattan distance of

the center points of two blocks. ”Eucl. Dist. of Block Cen-

ters” uses the Euclidean distance instead of the Manhattan

distance. “Difference in Width” uses the difference in width

of two blocks as block distance, so no explicit position in-

formation is used at all. “Diff. Height × Diff.Width” uses

the product of the difference in width and the difference in

height of two blocks. Instead of multiplying these two, one

can also sum them up. This is done in “Diff. Height +
Diff.Width”. “Difference in Area” uses the square root of

the difference of the area of the two blocks. “Difference in

Height” computes the difference of the height of two blocks.

As we can see, the overlapping area as block distance

works quite well, compared to the other methods. This

comes from the fact that the overlapping area depends on

the position, size, and the aspect-ratio of the blocks, so a lot

of information is contained within this single measurement.

The attempt to improve this method by adding the Manhat-

tan distance of the blocks in case of non-overlap did not im-

prove noticeably the overall performance. This may be due

to the observation that the best matches normally are made

between blocks that are similar and the rest of the blocks

are matched against some other block, although these are

not necessarily similar. So it does not make a difference if

we match them randomly as done for the first method or if

we try to improve the matching by adding some additional

feature in case of none matching.

Another conclusion that can be drawn is that the dif-

ference in width of two blocks contains information that

is more appropriate for our purposes as the difference in

height of the blocks. This is quite obvious as the width for
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all the blocks in a column is the same, although the height

of these blocks may vary. In addition, the column width for

one journal is typically the same, so it is a better measure

than the difference in height to identify the journal, but even

a better one to identify the document type and the publisher.

Furthermore, it can be seen that the Manhattan distance

has slightly better results as the Euclidean distance, al-

though the difference is small.

Comparing “Diff. Height × Diff.Width” with “Diff.

Height + Diff.Width”, it can be seen that in this case the

multiplication is the better operation to combine the two

distances. Although the journal error rate is slightly higher,

the type and the publisher error rates are significantly lower.

As the difference in width is more meaningful than the dif-

ference in height (for our application), it is proximate that

the multiplication gives better results, as the distance will be

small when the width or the height is small. Using the sum

to combine the two measures will lead to small distances

only for blocks with approximately the same length and the

same width.

Having a general look at the error rates, even the best of

our block distances has an error rate of 31% on the Jour-

nal level. This seems to suggest that a lot of improvement

should still be possible. However, it is unclear what the

class overlap of this task is, i.e. how many journal pages

cannot be distinguished by the layout alone. Recall also

that the distance measures use only the layout information,

i.e. the corner coordinates of the blocks. It is highly likely

that better error rates can be achieved when including more

information about the blocks, e.g. their texture, the distribu-

tion of bounding box sizes, or the output of a text/graphics

classifier. Furthermore, the method is able to determine the

correct layout type in 92.7% of the cases, which seems a

reasonable basis for its use in document image retrieval.

8 Conclusion

We presented a method for document image retrieval by

layout analysis. Different distance measures for this task

have been analyzed: one method used for benchmarking

layout analysis algorithms and a set of methods that result

from a combination of layout block distances and a match-

ing algorithm. Different block distances and three differ-

ent matching methods have been implemented and tested.

Furthermore, we presented a procedure to evaluate the per-

formance of layout similarity measures based on a publicly

available database of labeled document images and a near-

est neighbor classifier.

The proposed distance measures are two step methods.

First, the distance for every pair of blocks from the two lay-

outs are computed using a block distance. In the second

step a matching is done to minimize the total distance be-

tween the two layouts and thus assign blocks to each other.

We evaluated various block distances and three matching al-

gorithms, based on the assignment problem, the minimum

weight edge cover problem, and the Earth Mover’s Dis-

tance, which is based on solving the transportation problem.

For the block distances we found that the overlapping

area is the best method of the many we analyzed. It inte-

grates a lot of features as size, position and aspect-ratio of

the blocks.

From the three matching methods, the one based on the

solutions for the minimum weight edge cover problem per-

formed best. We concluded, that apart from the problem of

penalizing unmatched blocks for the assignment problem

and handling unbalanced transportation problems for the

Earth Mover’s Distance, the minimum weight edge cover

method is the most natural way of matching for layouts as

it allows splitting and merging errors without penalizing the

total result too much.

The overall error rate for our system on the MARG

database is 7.4% for the determination of the correct lay-

out type with a choice among nine classes. This compares

favorably to the average error rate of 21.4% for the docu-

ment image classification system presented in [6], where a

data set with only five classes was used.
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